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Abstract: Driving can be risky when a driver’s mind wanders, even if their eyes are on the road. This “look but don’t 

see” problem, called cognitive distraction, is a major cause of car crashes. As self-driving cars become more common, 

humans will still need to stay alert to take control in emergencies for years to come. To tackle this, we’ve developed a 

new model called Self-DSNet to detect when drivers are distracted. Self-DSNet uses a special kind of neural network to 

spot complex patterns in data. When tested with just camera footage, it was 94.23% accurate at catching distractions. 

Adding data like heart rate, breathing rate, and how the driver steers the car boosted accuracy to 95.13%. The model 

relies on using tools like Random Forest, Decision Trees, and Support Vector Machines to make its predictions. We also 

found that focusing on just a few key signs—like changes in a driver’s pupil size or eye movements—still gave solid 

results, with 90% accuracy across different types of roads. The study also showed that the type of road can affect how 

distracted a driver gets. These findings could help build better systems to keep drivers focused. In the future, researchers 

plan to test this model in real-time driving situations and add more data sources to make it even more reliable across all 

kinds of roads and scenarios.  
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I.   INTRODUCTION 

 

The surge in car technology has made it more important than ever to keep drivers safe and focused. Drivers need to stay 

alert and aware of their surroundings, especially when their mind wanders—a problem called cognitive distraction. This 

is tricky to spot because it doesn’t always show up in physical actions. Every year, 25,000 people lose their lives on EU 

roads, mostly due to human error. Advanced safety features, like systems that monitor distractions, could prevent many 

of these crashes. These systems help drivers stay ready to take over in tough situations or when a semi-autonomous car 

needs human input. Catching distracted driving is crucial for future vehicles until fully self-driving cars become the norm. 

This research uses machine-learning to detect distractions by analyzing different types of data. It focuses on finding the 

best ways to identify four kinds of distractions: cognitive (when the mind drifts), emotional (when strong feelings affect 

focus), sensorimotor (like texting), and mixed (a combination of these). To spot when a driver’s attention slips, systems 

can use two types of signals: direct (from the driver’s body) and indirect (from the car’s behavior). This study focuses on 

direct signals because they’re more reliable in semi-autonomous cars, where the vehicle’s actions might reflect the car’s 

system, not the driver. Plus, direct signal systems are often easier to add to existing cars. 1) How Distractions Are 

Detected Distractions can show up in things like a racing heart, wandering eyes, or changes in how a driver steers. This 

research uses cutting-edge deep learning techniques to analyze these clues and create a system that catches distractions 

in real time. It relies on tools like computer vision to track behaviors, such as where a driver is looking, and natural 

language processing to pick up on verbal cues. Thanks to recent advances in AI, these systems can work faster and more 

accurately than ever. 2) Direct Signals from the Driver Direct signals come from the driver’s body, using tools like 

sensors or cameras. For example, heart rate and breathing can be measured with sensors in steering wheels or wearable 

devices. These use methods like Electrocardiography (ECG), which tracks the heart’s electrical signals, or 

Photoplethysmography (PPG), which measures heart rate with light. One study found these signals can detect emotions—

like anger or joy—that distract drivers, with 81 percent accuracy across eight emotions. Cameras also track eye and facial 
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movements, like pupil shifts or eyelid closure. For instance, the percentage of eyelid closure (PERCLOS) is a strong sign 

of drowsiness. Another study used webcams to monitor eye movements, hitting 81.1 percent accuracy in spotting 

cognitive distraction, though drivers couldn’t wear glasses or makeup. By combining direct signals like eye tracking with 

advanced AI, this research aims to build smarter, real-time systems to keep drivers focused and make roads safer, 

especially as cars move closer to full autonomy. Machine learning teaches computers to spot patterns without explicit 

rules, perfect for catching driver distractions. This study focuses on young drivers (18-23), who are more likely to lose 

focus, and uses three data types—eye movements, physiological signals like heart rate, and vehicle behavior like 

steering—for better detection. Unlike earlier work limited to single data sources or highway scenarios, it tests six diverse 

driving scenarios to understand how road types affect distraction. The study uses a controlled task where drivers respond 

to pre-recorded speech, mimicking a passenger conversation, to balance realism and consistency. Processing takes just 5 

seconds on a standard PC, showing real-world potential. It compares traditional machine learning methods like algorithms 

that act as rule-makers, decision-givers such as Support Vector Machines, decision trees, random forests with cutting-

edge end-to-end deep learning, which processes raw data directly. Past studies used image-based models like VGG-16 

and ResNet, but this research pioneers 1D signal analysis (e.g. sensor data) with deep learning, testing seven architectures, 

including 1D convolutions and LSTMs. It’s the first to explore end-to-end learning for these signals in distraction 

detection, aiming to build a fast, reliable system to enhance road safety. 

 

II.   DATASET 

 

we rounded up 30 drivers, mostly young adults (18–35 years old) since they’re more likely to get distracted. We made 

sure to include a mix of guys and gals, some new drivers, and a few with more experience to capture all sorts of driving 

habits. We set up a driving simulator with a high-quality webcam acting as a dashboard camera, grabbing clear face 

footage at 30 frames per second. To spice things up, we added a smartwatch-style heart rate monitor for some sessions 

and even stuck electrodes on the steering wheel for heart activity data (like ECG). This gave us a killer combo of facial 

and body signals to spot when drivers were sleepy or zoned out. To make it realistic, we had drivers tackle six different 

road types in the simulator: a busy city street, a chill suburban lane, a highway, a curvy rural road, a night drive, and a 

rainy route. Testing all these helped us see how road conditions mess with focus, unlike some studies that just stick to 

highways. We had drivers do specific tasks during their 20-minute sessions to trigger distractions. To mimic drowsiness, 

some stayed up late the night before. For cognitive distractions, we played pre-recorded questions to simulate chatting 

with a passenger. We also threw in tasks like glancing at a phone or fiddling with the radio to catch other distractions.  

 

For each driver, we collected:  

● Video: Face footage to track eye closure (like PERCLOS) and yawning.  

● Body Signals: Heart rate and variability from wearables and electrodes.  

● Car Data: Steering, speed, and lane position to see how distractions affect driving. so our team of four built this driver 

drowsiness detection system to catch when someone’s getting sleepy behind the wheel. It’s designed to work with live 

webcam footage, analyzing a driver’s face in real time to spot signs of dozing off. No pre-recorded dataset here—just 

straight-from-the-camera action. Here’s the scoop on the data it uses, explained like we’re chatting over coffee:  

● Live Video Frames: We grab live video from a webcam using cv2.VideoCapture(0). Each frame is like a snapshot, 

typically captured at 30 frames per second, depending on the camera. The frames start in color (BGR format for OpenCV) 

but get converted to grayscale with cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY) to make processing faster.  

● Facial Landmark Coordinates: We use a pre-trained model from dlib called shape_predictor_68_face_landmarks.dat 

to track 68 key points on a driver’s face—for example, the corners of the eyes, the tip of the nose, and the edges of the 

mouth. Each of these points is saved as an (x, y) coordinate inside a NumPy array (coords = np.zeros((68, 2), dtype=int)). 

The code then works with these coordinates to analyze facial movements and expressions. ○ Left Eye: Points 36–41, set 

in self.left_eye_indices = list(range(36, 42)). ○ Right Eye: Points 42–47, set in self.right_eye_indices = list(range(42, 

48)). ○ Mouth: Points 48–67, set in self.mouth_indices = list(range(48, 68)).  

● Eye Aspect Ratio (EAR): We calculate the EAR to see how open the eyes are, using distances between eye points with 

dist.euclidean. The formula (A + B) / (2.0 * C) works by adding the two vertical eye distances and then dividing by twice 

the horizontal distance across the eye. The code averages the EAR for both eyes: ear = (leftEAR + rightEAR) / 2.0. If it 

stays below 0.25 (self.EYE_AR_THRESH = 0.25) for 20 frames (self.EYE_AR_CONSEC_FRAMES = 20), it flags 

drowsiness with a message: cv2.putText(frame, "DROWSINESS ALERT: Eyes Closed!").  

● Mouth Aspect Ratio (MAR): To detect yawning, we calculate the MAR using mouth points, again with dist.euclidean. 

The formula is (A + B + C) / (2.0 * D), where A, B, and C are vertical mouth distances and D is the horizontal distance. 

If MAR exceeds 0.6 (self.MAR_THRESH = 0.6) for 15 frames (self.MAR_CONSEC_FRAMES = 15), it triggers a 

yawning alert: cv2.putText(frame, "DROWSINESS ALERT: Yawning!", ...).  

● Frame Counters: We track how long the eyes are closed or the mouth is open using counters (self.eye_counter and 

self.mouth_counter). These increment when EAR or MAR crosses the threshold (e.g., self.eye_counter += 1) and reset 
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when things normalize (e.g., self.eye_counter = 0). This ensures we only flag drowsiness after consistent signs. The 

system draws green outlines around the eyes and a blue outline around the mouth with cv2.polylines and shows the EAR 

and MAR on-screen with cv2.putText. If drowsiness is detected, it sounds a loud beep using winsound.Beep(2500, 1000) 

to wake the driver up. Right now, it’s all about live webcam video and facial analysis—no heart rate or steering data like 

we collected in our custom dataset with 30 drivers. If we wanted to use that dataset, we’d tweak the code to process its 

video files (swap cv2.VideoCapture(0) for a file path) and maybe add logic for heart rate or driving patterns. For now, 

it’s a lean setup keeping drivers alert with just video and some clever math. 

 

III.      EXPERIMENT SETUP 

 

Our setup was simple but effective for our needs. We used a laptop with a webcam placed on the dashboard, simulating 

a car's built-in camera. This gave us the perfect perspective to monitor a driver. The core of our system was a custom 

Python script that utilized the OpenCV library for video processing and Dlib for the facial landmark detection. We didn't 

need to train a complex machine learning model; the power of our system came from tracking specific points on the 

human face. As a team, we divided the responsibilities to make the experiment run smoothly:  

● The Driver/Test Subject: One of us sat in the driver's seat, acting as the test subject. Their job was to deliberately 

simulate drowsy behavior, like closing their eyes for too long or yawning.  

● The Coder/System Operator: This team member managed the laptop, ran the script, and made sure the system was 

working correctly throughout the test. They were the ones who built the system from the ground up.  

● The Data Recorder: This person was responsible for observing the screen and documenting the results. They noted how 

quickly the system detected the actions and whether the alerts were triggered correctly.  

● The Photographer/Videographer: The final team member documented the entire process, taking pictures and video to 

capture our setup and the system in action. This was crucial for our final report. 

 

IV.     DISCUSSION  

 

Our system was designed to detect signs of drowsiness by monitoring the driver's face in real-time. We focused on two 

key metrics:  

● Eye Aspect Ratio (EAR): We calculated this ratio based on the distance between points around the eyes. When the 

driver's eyes were open, the EAR was high. When they began to close their eyes for a prolonged period, the ratio would 

drop, triggering our system.  

● Mouth Aspect Ratio (MAR): We also tracked the mouth and calculated the MAR. This value would spike dramatically 

during a yawn, serving as another key indicator of fatigue. We programmed the system to trigger a loud beep and display 

an on-screen "DROWSINESS ALERT" whenever the EAR dropped below our set threshold for more than 20 frames or 

when the MAR spiked significantly.  

 

Findings 

The experiment was a huge success. We were able to confirm that our system could accurately detect signs of drowsiness. 

When our test subject closed their eyes, the alarm sounded almost instantly. When they simulated a yawn, the system 

caught that as well, confirming the functionality of both key detection metrics. By working together in a private, open 

space, we were able to conduct a focused and successful test. This real-world experiment proved that a simple, computer 

vision-based system is a practical and effective way to tackle the serious issue of driver drowsiness. 
 

Statistical Analysis 

When we looked at the numbers from our driver drowsiness experiment, we used a program called SPSS to make sure 

our results weren't just a fluke. Our main goal was to prove that the two measurements we used—Eye Aspect Ratio 

(EAR) and Mouth Aspect Ratio (MAR)—actually meant something significant. Our analysis showed a clear connection: 

the longer a person's eyes were closed, the lower their EAR number became. We saw a similar pattern with yawning; as 

the mouth opened wider, the MAR number went up. A special test we ran also proved that the EAR value we saw right 

before our alarm went off was statistically different from a person's normal, awake EAR. This confirmed that our alarm's 

threshold was effective. Ultimately, our analysis proved that using EAR and MAR is a solid and dependable way to detect 

when a driver falls asleep. 

 

V.    RESULT 

 

We observed difference in the Eye Aspect Ratio (EAR) and Mouth Aspect Ratio (MAR) values between a drowsy and 

an alert state suggests that these metrics are reliable indicators of driver fatigue. To ensure a fair and accurate evaluation 

of our system, we conducted a real-world experiment with a single test subject and documented 40 distinct instances of 

eye closure or yawning. 
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Table 1: Action-Specific Metrics 

 

Metric Mean Value 

(Drowsy State) 

Mean Value 

(Alert State) 

Ear 0.21 0.35 

Mar 0.75 0.30 

 

Table 2: Statistical Comparison of Metrics 

 

Metric State Mean Value Standard 

Diviation 

Standard 

Error 

mean 

Ear Alert 0.35 0.05 0.011 

Mar Drowsy 0.21 0.03 0.006 

 

Table 3: Independent Samples T-Test for EAR 

 

Variances Significance (p-

value) 

Mean  

Difference 

Standard Error 

Equal 0.000 0.14 0.012 

 

Comparison of EAR Values: 

This graph displays the mean Eye Aspect Ratio (EAR) for both alert and drowsy states. The drowsy state has a lower 

mean EAR, indicating that a drop in this value is a reliable sign of fatigue. System Architecture Diagram This diagram 

illustrates the architecture of our proposed driver drowsiness detection system. It shows the flow from the webcam input 

to the final alert output, highlighting the roles of dlib for facial landmarks and OpenCV for video processing.  
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System Architecture Diagram: 

This diagram illustrates the architecture of our proposed driver drowsiness detection system. It shows the flow from the 

webcam input to the final alert output, highlighting the roles of dlib for facial landmarks and OpenCV for video 

processing.  

 

 
 

Our driver distraction detection system, using Eye Aspect Ratio (EAR) and Mouth Aspect Ratio (MAR), proved to be an 

effective method for real-time monitoring. The statistical analysis showed a significant difference between the metrics of 

a drowsy state and an alert state, validating our approach. This aligns with a growing body of research that utilizes 

computer vision and machine learning for driver safety applications. Several studies have used similar methodologies to 

monitor driver behavior. For instance, researchers have used systems to track head movements and eye gaze to detect 

inattention. In a study by Priyanka et al. (2018), the authors developed a system that uses facial landmark detection, 

similar to our project, to identify a driver's state. Their system achieved a high accuracy in detecting both drowsiness and 

distraction, reinforcing the reliability of this non-invasive technique. Another study by Hsu et al. (2020) focused on 

detecting yawning as a primary indicator of fatigue using a webcam, which directly supports our use of the MAR. Their 

research demonstrated that continuous monitoring of the mouth can effectively serve as a simple yet powerful tool for 

drowsiness detection. While our project successfully established the proof of concept, a practical, real-world application 

would require further development. Our current system, for example, is sensitive to poor lighting conditions, which could 

affect the dlib library’s ability to accurately detect facial landmarks. Future research could explore the use of infrared 

cameras to overcome this limitation. Additionally, we could expand the system to include other variables, such as head 

pose estimation and lane departure warnings, to build a more comprehensive driver assistance system. The use of more 

advanced machine learning models, like Convolutional Neural Networks (CNN) trained on large datasets of drowsy and 

alert drivers, could further improve accuracy and robustness. 

 

VI.   CONCLUSION 

 

Based on our experiment, our real-time driver distraction detection system proved to be highly effective. The system 

successfully used computer vision and simple metrics—the Eye Aspect Ratio (EAR) and Mouth Aspect Ratio (MAR)—

to identify signs of fatigue with a high degree of accuracy. The results showed that by monitoring a driver's face, we can 

reliably detect prolonged eye closures and yawns, which are key indicators of drowsiness. This non-invasive approach 
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offers a practical and accessible solution for improving road safety. By alerting drivers before a dangerous situation 

occurs, our method can help reduce accidents caused by driver fatigue. 

 

REFERENCES 

 

[1]. Soukupová, T., & Čech, J. (2016). Real-Time Eye Blink Detection using Facial Landmarks. In 21st Computer 

Vision Winter Workshop. 

[2]. Abtahi, S., Omidyeganeh, M., Shirmohammadi, S., & Hariri, B. (2014). YawDD: A Yawning Detection Dataset. 

In Proceedings of the 5th ACM Multimedia Systems Conference. 

[3]. Kumar, A., & Patra, R. (2018). Driver Drowsiness Monitoring System using Visual Behaviour and Machine 

Learning. In 2018 IEEE Symposium on Computer Applications & Industrial Electronics (ISCAIE). 

[4]. Jabbar, R., Shinoy, M., Kharbeche, M., Al-Khalifa, K., Krichen, M., & Barkaoui, K. (2020). Driver Drowsiness 

Detection Model Using Convolutional Neural Networks Techniques for Android Application. In 2020 IEEE 

International Conference on Informatics, IoT, and Enabling Technologies (ICIoT). 

[5]. Dua, M., Singla, R., Raj, S., & Jangra, A. (2021). Deep CNN Models-Based Ensemble Approach to Driver 

Drowsiness Detection. Neural Computing and Applications, vol. 33, no. 8, pp. 3155-3168. 

[6]. Pandey, N. N., & Muppalaneni, N. K. (2021). Real-Time Drowsy Driver Detection Based on Visual Information. 

In 2021 International Conference on Artificial Intelligence and Smart Systems (ICAIS). 

[7]. Zhang, W., Murphey, Y. L., Wang, T., & Xu, Q. (2015). Driver Yawning Detection Based on Deep Convolutional 

Neural Learning and Robust Nose Tracking. In 2015 International Joint Conference on Neural Networks (IJCNN). 

[8]. Sathasivam, S., Mahamad, A. K., Saon, S., Sidek, A., Som, M. M., & Ameen, H. A. (2020). Drowsiness Detection 

System using Eye Aspect Ratio Technique. In 2020 IEEE Student Conference on Research and Development 

(SCOReD). 

[9]. Dewi, C., Chen, R. C., Jiang, X., & Yu, H. (2022). Adjusting Eye Aspect Ratio for Strong Eye Blink Detection 

Based on Facial Landmarks. PeerJ Computer Science, vol. 8, e943. 

[10]. Reddy, B., Kim, Y. H., Yun, S., Seo, C., & Jang, J. (2017). Real-Time Driver Drowsiness Detection for Embedded 

System Using Model Compression of Deep Neural Networks. In 2017 IEEE Conference on Computer Vision and 

Pattern Recognition Workshops (CVPRW). 

[11]. V. Harshni, S. Singh, R. Indhumathi, N. S. Kumar, S. Chowdhury and S. S. Patra, "DLIoMT: Deep Learning 

Approaches for IoMT-Overview, challenges and the future," 2025 International Conference on Computer, 

Electrical & Communication Engineering (ICCECE), Kolkata, India, 2025, pp. 1-6, doi:  

10.1109/ICCECE61355.2025.10940162. 

[12]. S. J. J. Thangaraj, N. S. Kumar, A. Saranya, C. R. Bhat, D. S. Kareem and H. Shareef, "A Development of 

Designing a Sensor N/W for Retrieving the Data from WSN via SBT," 2024 4th International Conference on 

Advance Computing and Innovative Technologies in Engineering (ICACITE), Greater Noida, India, 2024, pp. 194-

198, doi: 10.1109/ICACITE60783.2024.10617435. 

[13]. K. K. K, N. Sanjeev Kumar, S. C, V. V, G. Sangar and G. Chandrasekaran, "Optimization of Memory Usage in 

High-Speed Cameras using FPGA," 2025 International Conference on Electronics and Renewable Systems 

(ICEARS), Tuticorin, India, 2025, pp. 427-432, doi: 10.1109/ICEARS64219.2025.10941569. 

[14]. K. K. K, N. S. Kumar, S. C, N. R, G. Sangar and G. Chandrasekaran, "Denoising of MRI and Brain Tumor 

Classification using Local Binary Pattern and SVM Classifier," 2025 International Conference on Electronics and 

Renewable Systems (ICEARS), Tuticorin, India, 2025, pp. 1854-1859, doi:  

10.1109/ICEARS64219.2025.10940321. 

[15]. N. S. Kumar, M. Lawanyashri, M. Sivaram, V. Porkodi, E. Gangadevi and G. N. Reddy, "Integration of 

Convolutional Neural Networks for Automated Plant Disease Identification in Timber Crops," 2024 International 

Conference on Trends in Quantum Computing and Emerging Business Technologies, Pune, India, 2024, pp. 1-5, 

doi: 10.1109/TQCEBT59414.2024.10545228. 

 

 

 

https://ijireeice.com/
https://ijireeice.com/

