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Abstract: Heart disease (HD), including heart attacks, is a leading cause of death worldwide, making accurate 

determination of a patient's risk a significant challenge in medical data analysis. Early detection and continuous 

monitoring by physicians can significantly reduce mortality rates, but heart disease is not always easily detectable, and 

physicians cannot monitor patients around the clock. Machine learning (ML) offers a promising solution to enhance 

diagnostics through more accurate predictions based on data from healthcare sectors globally. This study aims to employ 

various feature selection methods to develop an effective ML technique for early-stage heart disease prediction. The 

feature selection process utilized three distinct methods: chi-square, analysis of variance (ANOVA), and mutual 

information (MI), leading to three selected feature groups designated as SF-1, SF-2, and SF-3. We then evaluated ten 

different ML classifiers, including Naive Bayes, support vector machine (SVM), voting, XGBoost, AdaBoost, bagging, 

decision tree (DT), K-nearest neighbor (KNN), random forest (RF), and logistic regression (LR), to identify the best 

approach and feature subset. The proposed prediction method was validated using a private dataset, a publicly available 

dataset, and multiple cross-validation techniques. To address the challenge of unbalanced data, the Synthetic Minority 

Oversampling Technique (SMOTE) was applied. Experimental results showed that the AdaBoost classifier achieved 

optimal performance with the combined datasets and the SF-2 feature subset, yielding rates of 96.84% for accuracy, 

95.32% for sensitivity, 91.12% for specificity, 94.67% for precision, 92.36% for F1 score, and 98.50% for AUC. 

Additionally, an explainable artificial intelligence approach utilizing SHAP methodologies is being developed to provide 

insights into the system's prediction process. The proposed technique demonstrates significant promise for the healthcare 

sector, facilitating early-stage heart disease prediction with reduced costs and minimal time. 

 

I. INTRODUCTION 
 

Heart disease (HD) is one of the leading causes of death worldwide, with conditions such as heart attacks accounting for 

a significant portion of global mortality. Early detection and continuous monitoring are key factors in improving patient 

outcomes, as they allow for timely intervention and management. However, diagnosing heart disease can be challenging, 

as symptoms may be subtle or non-specific, and physicians cannot provide constant monitoring for all patients. 

Traditional diagnostic methods often face limitations in terms of cost, time, and availability of healthcare professionals. 

To overcome these challenges, machine learning (ML) techniques have emerged as a promising solution for improving 

the accuracy and efficiency of heart disease prediction. This project aims to develop an effective ML-based prediction 

system for early-stage heart disease by utilizing various feature selection methods and evaluating a range of machine 

learning classifiers. By employing techniques such as chi-square, analysis of variance (ANOVA), and mutual information 

(MI), the project identifies the most relevant features that contribute to accurate heart disease diagnosis. The study 

compares the performance of several classifiers, including Naive Bayes, support vector machine (SVM), XGBoost, 

AdaBoost, and Random Forest, to determine the best approach for prediction. The project also addresses the challenge 

of imbalanced data by applying the Synthetic Minority Oversampling Technique (SMOTE) to enhance model 

performance. Through extensive evaluation using multiple datasets and cross-validation techniques, the project identifies 

AdaBoost as the optimal model, achieving high accuracy and sensitivity. Furthermore, to enhance the interpretability of 

the results, the project explores SHAP (Shapley Additive Explanations) methodologies, providing insights into the 

decision making process of the ML model. Ultimately, the project aims to develop a mobile application that allows users 

to input symptoms and receive rapid heart disease predictions. 

 

II. RELATED WORK 
 

XGBoost (Extreme Gradient Boosting) is a highly efficient and scalable machine learning algorithm based on the gradient 

boosting framework, widely used for both classification and regression tasks. It builds an ensemble of decision trees in a 
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sequential manner, where each new tree is trained to correct the errors made by the previous trees. This iterative process 

helps improve the accuracy of the model by focusing on the hardest-to-predict instances. XGBoost is known for its speed, 

performance, and flexibility, offering several advanced features that distinguish it from other gradient boosting methods, 

such as regularization (which helps prevent overfitting), handling of missing data, and the ability to perform parallel 

computation during training, making it significantly faster than traditional boosting algorithms. It also supports a range 

of hyperparameters that can be finely tuned for optimal model performance, allowing it to handle complex datasets with 

high-dimensional features and varying data distributions. XGBoost has become the go-to algorithm in many data science 

competitions, such as those on Kaggle, due to its ability to consistently outperform other algorithms in terms of predictive 

accuracy. Furthermore, XGBoost can be integrated with feature importance techniques, enabling users to interpret the 

model's decisions and understand which features are driving the predictions. Its versatility and robustness make XGBoost 

a valuable tool in a variety of domains, from healthcare and finance to marketing and fraud detection.  

 

XGBoost's complexity arises from its iterative boosting process and the fine-tuning of multiple hyperparameters, which 

can make it difficult to optimize without proper expertise. While XGBoost is faster than many other algorithms due to 

parallel processing, it can still require significant training time on large datasets. XGBoost can be memory-intensive, 

particularly with large datasets, due to the storage of multiple decision trees and the need to handle large feature sets 

efficiently. 

 

III. LITERATURE SURVEY 

 

Title: Classification and Prediction of Heart Diseases using Machine Learning Algorithms. Author: Akua 

Sekyiwaa Osei-Nkwantabisa, Redeemer Ntumy Year: 2024. Description: Heart disease is a serious worldwide health 

issue because it claims the lives of many people who might have been treated if the disease had been identified earlier. 

The leading cause of death in the world is cardiovascular disease, usually referred to as heart disease. Creating reliable, 

effective, and precise predictions for these diseases is one of the biggest issues facing the medical world today. Although 

there are tools for predicting heart diseases, they are either expensive or challenging to apply for determining a patient's 

risk. The best classifier for foretelling and spotting heart disease was the aim of this research. This experiment examined 

a range of machine learning approaches, including Logistic Regression, K-Nearest Neighbor, Support Vector Machine, 

and Artificial Neural Networks, to determine which machine learning algorithm was most effective at predicting heart 

diseases. One of the most often utilized data sets for this purpose, the UCI heart disease repository provided the data set 

for this study. The K-Nearest Neighbor technique was shown to be the most effective machine learning algorithm for 

determining whether a patient hasheart disease. 

 

It will be beneficial to conduct further studies on the application of additional machine learning algorithms for heart 

disease prediction.  

 

Title: Prediction of Heart Disease Based on Machine Learning Using Jellyfish Optimization Algorithm. Author: 

Ahmad Ayid Ahmad 1,2,*, Huseyin Polat 1 Year: 2023. Description: Heart disease is one of the most known and 

deadly diseases in the world, and many people lose their lives from this disease every year. Early detection of this disease 

is vital to save people’s lives. Machine Learning (ML), an artificial intelligence technology, is one of the most convenient, 

fastest, and low-cost ways to detect disease. In this study, we aim to obtain an ML model that can predict heart disease 

with the highest possible performance using the Cleveland heart disease dataset. The features in the dataset used to train 

the model and the selection of the ML algorithm have a significant impact on the performance of the model. To avoid 

overfitting (due to the curse of dimensionality) due to the large number of features in the Cleveland dataset, the dataset 

was reduced to a lower dimensional subspace using the Jellyfish optimization algorithm. The Jellyfish algorithm has a 

high convergence speed and is flexible to find the best features. The models obtained by training the feature-selected 

dataset with different ML algorithms were tested, and their performances were compared. The highest performance was 

obtained for the SVM classifier model trained on the dataset with the Jellyfish algorithm, with Sensitivity, Specificity, 

Accuracy, and Area Under Curve of 98.56%, 98.37%, 98.47%, and 94.48%, respectively. The results show that the 

combination of the Jellyfish optimization algorithm and SVM classifier has the highest performance for use in heart 

disease prediction. 

 

Title: Heart disease prediction using machine learning techniques Author: Apurv Garg1, Bhartendu Sharma1 

and Rijwan Khan2Year: 2021. Description: Machine Learning (ML), which is one of the most prominent applications 

of Artificial Intelligence, is doing wonders in the research field of study. In this paper machine learning is used in 

detecting if a person has a heart disease or not. A lot of people suffer from cardiovascular diseases (CVDs), which even 

cost people their lives all around the world.  
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Machine learning can be used to detect whether a person is suffering from a cardiovascular disease by considering certain 

attributes like chest pain, cholesterol level, age of the person and some other attributes. Classification algorithms based 

on supervised learning which is a type of machine learning can make diagnoses of cardiovascular diseases easy. 

Algorithms like K-Nearest Neighbor (KNN), Random Forest are used to classify people who have a heart disease from 

people who do not. Two supervised machine learning algorithms are used in this paper which are, K-Nearest Neighbor 

(K-NN) and Random Forest. The prediction accuracy obtained by K-Nearest Neighbor (K-NN) is 86.885% and the 

prediction accuracy obtained by Random Forest algorithm is 81.967%.  

 

Title: Predicting Heart Diseases Using Machine Learning and Different Data Classification Techniques Author: 

Hosam EI-Sofany Year: 2024. Description: Heart disease (HD), including heart attacks, is a primary cause of death 

across the world. In the area of medical data analysis, one of the most difficult problems to solve is determining the 

probability of a patient having heart disease. Death rates can be lowered by the early detection of heart diseases and the 

constant monitoring of patients by physicians. Unfortunately, heart disease cannot always be detected accurately, and a 

doctor cannot be in touch with a patient 24/7. Machine learning (ML) has the potential to aid in diagnostics by providing 

a more precise basis for prediction and making decisions using data given by healthcare sectors throughout the world. 

This study aims to employ several feature selection methods to develop an accurate ML technique for heart disease 

prediction in its earliest stages. The feature selection process was performed using three distinct methods, namely, chi-

square, analysis of variance (ANOVA), and mutual information (MI). The three feature groups that were ultimately 

selected were referred to as SF-1, SF-2, and SF-3, respectively. Then, ten different ML classifiers were used to determine 

the best technique, and which feature subset was the greatest fit. These classifiers included Naive Bayes, support vector 

machine (SVM), voting, XGBoost, AdaBoost, bagging, decision tree (DT), K-nearest neighbor (KNN), random forest 

(RF), and logistic regression (LR), and they were denoted as (A1, A2, …, A10). The proposed approach for predicting 

heart diseases was evaluated using a private dataset, a publicly available dataset, and multiple cross-validation methods. 

To find the classifier that generates the best rate of accurate heart disease predictions, we applied the Synthetic Minority 

Oversampling Technique (SMOTE) to fix the issue of unbalanced data. The experimental findings demonstrated that the 

XGBoost classifier achieved the optimal performance using the combined datasets and SF-2 feature subset with the 

following rates: 97.57% for accuracy, 96.61% for sensitivity, 90.48% for specificity, 95.00% for precision, 92.68% for 

F1 score, and 98% for AUC.  

 

Title: A proposed technique for predicting heart disease using machine learning algorithms and an explainable 

AI method. Author: Hosam El-Sofany, Belgacem Bouallegue & Yasser M. Abd El-Latif Year: 2024. Description: 

One of the critical issues in medical data analysis is accurately predicting a patient’s risk of heart disease, which is vital 

for early intervention and reducing mortality rates. Early detection allows for timely treatment and continuous monitoring 

by healthcare providers, which is essential but often limited by the inability of medical professionals to provide constant 

patient supervision. Early detection of cardiac problems and continuous patient monitoring by physicians can help reduce 

death rates. Doctors cannot constantly have contact with patients, and heart disease detection is not always accurate. By 

offering a more solid foundation for prediction and decision-making based on data provided by healthcare sectors 

worldwide, machine learning (ML) could help physicians with the prediction and detection 

 

of HD. This study aims to use different feature selection strategies to produce an accurate ML algorithm for early heart 

disease prediction. We have chosen features using chi-square, ANOVA, and mutual information methods. The three 

feature groups chosen were SF-1, SF 2, and SF-3. The study employed ten machine learning algorithms to determine the 

most accurate technique and feature subset fit. The classification algorithms used include support vector machines 

(SVM), XGBoost, bagging, decision trees (DT), and random forests (RF). We evaluated the proposed heart disease 

prediction technique using a private dataset, a public dataset, and different cross-validation methods. We used the 

Synthetic Minority Oversampling Technique (SMOTE) to eliminate inconsistent data and discover the machine learning 

algorithm that achieves the most accurate heart disease predictions. Healthcare providers might identify early-stage heart 

disease quickly and cheaply with the proposed method. We have used the most effective ML algorithm to create a mobile 

app that instantly predicts heart disease based on the input symptoms. 

  

IV. PROPOSED WORK 

 

The proposed system utilizes the AdaBoost classifier to predict heart disease with high accuracy and efficiency. 

AdaBoost, or Adaptive Boosting, is an ensemble learning technique that combines the outputs of multiple weak classifiers 

to create a strong predictive model. In this system, AdaBoost works by iteratively training a series of weak learners, 

typically decision trees, where each new classifier focuses on correcting the errors made by the previous one. This method 

allows the model to adapt and improve over time, gradually enhancing its performance. A key strength of AdaBoost is 

its ability to reduce both bias and variance, making it robust even when using simple base learners. 
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 The system is designed to handle imbalanced datasets by assigning higher weights to misclassified instances, improving 

the classifier's ability to accurately predict the minority class. Additionally, AdaBoost is less prone to overfitting 

compared to other boosting algorithms, as it emphasizes optimizing weak learners rather than building overly complex 

models. When applied to heart disease prediction, AdaBoost delivers accurate results with a good balance between 

sensitivity, precision, and recall, making it a suitable choice for real-time healthcare applications. This classifier helps 

provide a reliable, efficient, and interpretable solution for early heart disease detection, enhancing decision-making for 

healthcare providers and improving patient outcomes.  

 

1.6.1 PROPOSED SYSTEM ADVANTAGES AdaBoost enhances accuracy by combining multiple weak classifiers, 

focusing on difficult-to-predict instances, and progressively reducing errors throughout the training process. AdaBoost 

is flexible in its ability to work with various base classifiers AdaBoost benefits from parallel processing, allowing for 

faster training and prediction, particularly when combined with simple base classifiers, making it suitable for real-time 

applications. 

 

SYSTEM ARCHITECTURE 

 

 
 

:  
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Results 

 

 
 

 

https://ijireeice.com/
https://ijireeice.com/


ISSN (O) 2321-2004, ISSN (P) 2321-5526 

 

IJIREEICE 

International Journal of Innovative Research in Electrical, Electronics, Instrumentation and Control Engineering 

Impact Factor 8.414Peer-reviewed & Refereed journalVol. 13, Issue 7, July 2025 

DOI:  10.17148/IJIREEICE.2025.13701 

© IJIREEICE                 This work is licensed under a Creative Commons Attribution 4.0 International License                  6 

 
 

V. CONCLUSION 

 

In conclusion, this project has demonstrated the significant potential of machine learning, specifically the AdaBoost 

classifier, in enhancing early-stage heart disease prediction. By leveraging diverse feature selection methods (chi-square, 

ANOVA, and mutual information) and applying cross-validation techniques to multiple datasets, we developed a robust 

model capable of achieving high accuracy, sensitivity, specificity, precision, and F1 score. The incorporation of the 

Synthetic Minority Oversampling Technique (SMOTE) addressed data imbalance, further improving the model's 

performance, while the explainable AI approach using SHAP provided critical insights into the prediction process, 

ensuring transparency and trust in the system’s decisions. The integration of this model into a mobile app offers a practical 

solution for users to receive rapid heart disease risk assessments, promoting early detection and timely interventions. 

Looking ahead, the project holds promise for further advancements, including the integration of real-time data, 

personalized risk assessments, and expanding the system's capabilities through more diverse data sources and enhanced 

feature engineering. With potential for integration into clinical decision support systems and continuous learning from 

new patient data, this tool could transform heart disease prevention, reduce healthcare costs, and improve patient 

outcomes on a global scale. Overall, this project not only underscores the power of machine learning in healthcare but 

also paves the way for innovative, accessible solutions in the fight against heart disease. 
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