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Abstract: This document presents Sentiment Analysis, an AI-powered sentiment analysis system that leverages advanced 

large language models (LLMs) via the LangChain framework. The primary objective of this project is to analyse and 

classify textual input into sentiment categories such as Positive, Neutral, and Negative, with potential applications in 

content moderation, user feedback analysis, and social media monitoring. The system is built using a modular Python 

backend, integrated with LangChain to streamline prompt engineering and model interaction. By utilizing APIs from 

state-of-the-art language models (e.g., Gemini or GPT), SENTIMENT ANALYSIS delivers high-accuracy, context-

aware sentiment classification. This paper describes the architectural components, implementation methodology, and 

output results of the SENTIMENT ANALYSIS framework. The proposed approach demonstrates the effectiveness of 

combining LLMs with LangChain’s orchestration layer for building adaptable, intelligent sentiment analysis tools.    

Sentiment Analysis is built around the idea of creating a communication platform that values thoughtful expression, 

emotional context, and user control. One of the core features we’re working on is an intelligent flow for handling user 

posts, called Echoes. When a user writes an Echo, it goes through a validation process using Zod both on the frontend 

and at the Cloudflare middleware layer to ensure the data is clean and safe. Instead of immediately storing the Echo in 

the database, it’s first passed through backend functions that handle specific logic as needed. 

     The Echo is then temporarily saved with a private flag and sent to an Azure-based API powered by FastAPI, where 

the data is validated again using Pydantic. From there, the Echo enters a custom sentiment analysis pipeline built using 

LangChain. This model, trained specifically for the kind of conversations expected on Sentiment Analysis, classifies the 

Echo as positive, neutral, or negative. If it’s found to be positive, the system updates the Echo in the database, changes 

its visibility from private to public, and reflects the change on the user interface in real time. For Echoes that come back 

as neutral or negative, the system holds them in private, generates alternative phrasings using the LangChain suggestion 

engine, and saves those suggestions in the database for the user to review. The user can choose to rephrase and publish, 

or keep it as is. Throughout this process, LangMemo keeps track of context to ensure a smooth and consistent experience. 

This entire flow helps users communicate more thoughtfully, while giving them tools to refine their messages and 

maintain control over what they share. It’s a step toward building a platform where expression feels safe, supported, and 

emotionally aware.   
 

Keywords: Sentiment Analysis, LangChain, Large Language Models (LLMs), Text Classification, PromptEngineering, 
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I. INTRODUCTION 

 

This research paper is for introducing Sentiment Analysis, a modular sentiment analysis framework that utilizes large 

language models (LLMs) through the LangChain orchestration library to classify user input based on sentiment. In 

today’s digital landscape, the ability to automatically detect and categorize sentiments from textual data has become 

increasingly important in areas such as content moderation, customer feedback analysis, and social media monitoring. 

Sentiment Analysis aims to address the limitations of traditional sentiment analysis models by leveraging the power 

of modern LLMs like Gemini and GPT, integrated through LangChain to enable dynamic prompt engineering and 

structured output parsing. The system supports real-time processing and classification of textual data submitted by users, 

providing accurate sentiment insights with context awareness. 

The backend of SENTIMENT ANALYSIS is built using Python and is deployed through a Cloudflare-based API 

layer. It integrates PostgreSQL for structured data storage and Weaviate as a vector database to manage semantic 

embeddings generated by LangChain, enabling efficient similarity searches and deeper contextual understanding. 

This paper outlines the architecture, methodology, and practical implementation of Sentiment Analysis. It highlights 

the integration of LangChain and vector-based search mechanisms for enhanced AI-driven sentiment classification. 

Additional information about the system’s deployment, evaluation, and applications is provided in the sections that 

follow. 
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II. OBJECTIVES 

 

To design and develop a scalable sentiment analysis framework that can process multimodal inputs such as text, 

images, and video thumbnails to detect user sentiment with high accuracy. 

To integrate advanced language models through LangChain for enhanced contextual understanding and dynamic 

prompt handling, enabling more reliable sentiment classification. 

To implement a hybrid data architecture combining vector-based semantic storage (Weaviate) and structured 

relational storage (PostgreSQL) for efficient information retrieval and sentiment mapping. 

To ensure input validation and type safety using schema-driven tools such as Zod, thereby maintaining system 

integrity and minimizing erroneous data processing. 

To address issues related to online harm and digital toxicity by classifying content into actionable categories such 

as Harmful, Neutral, or Good, with potential use in content moderation systems. 

To evaluate the performance of the system through real-world test data and measure accuracy, latency, and system 

reliability in different use-case scenarios. 
 

III.   LITERATURE REVIEW 

 

Sentiment analysis has evolved significantly over the last decade, transitioning from traditional rule-based approaches 

to deep learning and transformer-based models. Earlier methods relied heavily on lexicon-based techniques such as 

SentiWordNet and VADER, which offered simplicity but lacked the ability to capture contextual nuances in natural 

language. 

 

With the advent of deep learning, models like Convolutional Neural Networks (CNNs) and Recurrent Neural Networks 

(RNNs) began to improve sentiment classification by learning features from large datasets. Despite their improvements, 

earlier models struggled to maintain coherent understanding across lengthy text inputs and often misinterpreted 

emotionally nuanced language. 

 

The development of transformer architectures, such as BERT and GPT, represented a significant leap forward in 

natural language processing capabilities. Transformer models leverage self-attention mechanisms to better understand 

how words relate within a sentence, enabling them to detect sentiment with greater accuracy across diverse linguistic 

structures. 

 

Advanced language models like OpenAI’s GPT series and Google’s Gemini have pushed the boundaries further by 

enabling zero-shot and few-shot reasoning, allowing them to handle diverse tasks with minimal training examples. 

 

Parallel to advancements in modeling, vector databases like Weaviate and Pinecone have enabled efficient semantic 

search and retrieval using embeddings. It has proven useful in storing and comparing content based on meaning rather 

than surface form. Combining LLMs with vector search offers a hybrid solution for intelligent data analysis, enabling 

systems to understand both linguistic context and semantic similarity. 

 

LangChain is one such framework that facilitates the coordination of large language model workflows by streamlining 

prompt management, linking outputs across multiple stages, and enabling integration with external tools and APIs. 

LangChain allows developers to build complex pipelines involving document parsing, reasoning, and interactive AI 

behavior, making it ideal for modular systems like Sentiment Analysis. 

 

This project builds on recent advancements by combining them into a unified system that not only performs accurate 

sentiment classification but also suggests improved versions for potentially harmful content, thereby promoting healthier 

and more constructive online interactions. 

 

IV. METHODOLOGY 

 

In this project, we have implemented a primary working model for sentiment analysis, leveraging LangChain as a core 

tool in its appropriate context. The objective of this project is to analyze the social tendencies of users who are actively 

engaged on social media platforms. The nature and tone of comments made on posts serve as indicators of user intent 

and emotional state. 

To avoid social dilemmas such as regional conflicts, hate speech, cyberbullying, and other forms of online harm, the 

system categorizes content into three sentiment classes: Harmful, Neutral, and Good. We use LangChain to interface 

with the Gemini 2.0 Flash model, which processes and interprets the input data. The data pipeline is built to handle text, 

image, and video inputs, ensuring multimodal coverage. 
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User-generated content is first captured via a FastAPI backend and passed through preprocessing filters. The processed 

data is then embedded into a vector space using Weaviate, which serves as the semantic search and vector database 

engine. Alongside, structured metadata is stored in PostgreSQL, enabling efficient data retrieval and user-specific 

sentiment tracking. 

Validation of inputs and schema consistency is maintained using Zod, a TypeScript-first schema declaration library. 

This ensures all user inputs including form data and media files meet the structural requirements before being sent for 

processing. 

The modular architecture allows for scalability and parallel processing, supporting future extensions such as real-time 

analysis, integration with content moderation systems, or multilingual support. This hybrid model of combining 

traditional storage, vector embedding, and LLM-based interpretation allows for a robust and flexible sentiment analysis 

framework suited for modern online platforms. 

 

The Sentiment Analysis works in three ways  

1st It checks if the tweet includes any bad/negative Sentiment comments if yes then it will send a notification to user 

for that the message is negative for some reason and it will give it some time to change his comment or delete it.   

2nd If the user does not modify or delete the post, it will be automatically removed 

3rd If user want to modify it quickly it will suggest better alternatives to them. 

 
Fig. 1   Tool architecture for analysis tool 

 

V. WORKFLOW FOR SENTIMENT ANALYSIS  

           User feed ECHO→ ZOD check → Cloudflare Middleware with ZOD Check→ functions calling to process the 

things as required logic → retrieve the echoed data through the function and not DB & just Put the ECHO into DB with 

ECHO “FLAGGED as Private”→ push it to the AZURE ENDpoint (FastAPI & Pydantic for data validation (works 

like a zod)) → langchain pipeline (Sentiment Analysis tool (custom model, not LLM))  classified as Positive, Neutral, 

Negative → respond it to Cloudflare layer, LangMemo stores context, where it’s waiting in the function to complete 

the PROMISE (If “Success” with “positive flag”) → Update the echo & Save it in the DB using prisma→ update 

the user interface with the updated echo → make the ECHO “flag” from Private to Public in DB. 

If Negative/Neutral→  LangMemo feeds the context to LangChain pipeline→ LangChain suggests reworded 

alternatives → Save suggestions to DB for user interaction→  Flag remains Private unless accepts suggestion 
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Fig. 2   Sentiment Analysis Work flow. 

 

 

VI. CONCLUSION 
 

The proposed Sentiment Analysis presents a scalable and modular approach to sentiment analysis using large language 

models and vector embeddings. By integrating technologies such as LangChain, Weaviate, PostgreSQL, and Gemini 2.0 

Flash, the system effectively classifies multimodal user inputs as Harmful, Neutral, or Good. This implementation 

addresses the limitations of traditional lexicon-based sentiment tools by offering contextual and semantic understanding. 

The architecture also supports real-time processing and type-safe validation, making it suitable for applications in content 

moderation, feedback analysis, and online safety. Future enhancements may include multilingual support, GPU 

acceleration, and integration with real-time data streams to improve performance and applicability. The version of this 

template is V2. Most of the formatting instructions in this document have been adapted to follow IEEE conference paper 

standards using Microsoft Word format..   
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