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Abstract: In recent years, the convergence of robotics, sensor technologies, and wireless communication has given rise 

to intelligent robotic systems capable of performing complex tasks with minimal human intervention. This research 

presents the development of a mobile-controlled smart robot designed to enhance interactivity, autonomous navigation, 

and real-time feedback in both academic and assistive environments. The robot is engineered to be controlled wirelessly 

via a Bluetooth-enabled mobile application, allowing users to direct its movement manually in indoor settings such as 

educational institutions, offices, or exhibition halls. A key feature of the system is its object detection capability, which 

is achieved through the integration of ultrasonic sensors. These sensors enable the robot to identify and avoid obstacles 

in its path, facilitating safe and autonomous operation in dynamic environments. Upon detecting an object, the robot 

responds accordingly by altering its course or halting movement, depending on the proximity and nature of the obstacle. 

This enhances the robot’s adaptability and ensures smooth navigation without the need for constant user supervision. In 

addition to its mobility and obstacle detection, the robot is equipped with a high-resolution display module—such as an 

OLED or Dot Matrix Display—which visually communicates contextual information to the user. This can include system 

status, object detection alerts, directional prompts, or predefined messages related to the robot’s environment. 

Complementing this visual interface, an audio output system powered by a DF Player Mini and speaker setup delivers 

pre-recorded voice messages or real-time alerts based on user commands and sensor feedback. These auditory cues not 

only increase the system’s accessibility but also contribute to a more immersive user experience. The robot’s central 

processing is handled by an Arduino-based microcontroller that coordinates input from various sensors and modules, 

processes control signals from the mobile application, and manages the output systems for display and sound. The 

integration of Bluetooth communication, object detection, audio narration, and visual display creates a robust, multi-

modal interaction platform. This research aims to highlight the design, implementation, and performance evaluation of 

the proposed robotic system. The paper discusses the architecture of the robot, the interaction between its hardware and 

software components, and its potential applications in education, guided tours, customer service, and assistive 

technologies. The results demonstrate the feasibility and efficiency of using mobile-controlled robots with sensory 

feedback for dynamic, user-friendly, and intelligent navigation in structured indoor environments. 

 

Keywords: Mobile-Controlled Robot, Object Detection, Bluetooth Communication, Ultrasonic Sensors, Audio 

Feedback, Display Interface, Arduino-Based System, Human-Robot Interaction, Smart Navigation, Embedded Systems. 

 

I.INTRODUCTION 

 

The integration of robotics into everyday life is rapidly expanding, driven by advancements in embedded systems, 

wireless communication, and sensor technologies. Robots are increasingly being designed not just for industrial 

automation, but also for tasks in education, healthcare, customer service, and domestic assistance. Among these, mobile-

controlled robots have gained particular attention due to their flexibility, ease of deployment, and interactive capabilities. 

This paper presents the design and development of a smart, mobile-controlled robot that incorporates three essential 

functionalities: object detection, audio output, and visual display. The primary objective is to create an intelligent robotic 

system that can be navigated remotely via a Bluetooth-enabled mobile device while interacting with its environment and 

users in a meaningful way. 

One of the core features of the robot is its ability to detect obstacles in real time using ultrasonic sensors. This allows the 

system to respond autonomously to dynamic surroundings by either rerouting its path or issuing an alert, thereby 

enhancing safety and operational efficiency. Object detection is particularly useful in indoor applications where space is 

confined and obstacles are unpredictable. 

To further enrich the user experience, the robot is equipped with an audio output system capable of delivering voice 

messages or alerts. Whether conveying navigational information, status updates, or instructional prompts, the audio 

feedback serves as an effective communication tool, especially for visually impaired users. Additionally, a display 
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module—such as an OLED or LED Dot Matrix—is used to visually present information such as sensor status, detected 

objects, or user instructions, making the system more accessible and informative. 

At the heart of this robot lies an Arduino-based microcontroller that coordinates input from sensors and user commands, 

processes real-time data, and manages multiple output modalities. The combination of mobile control, sensory 

awareness, and dual-mode communication (audio and visual) positions this robot as a versatile solution for interactive 

applications in structured environments. 

This paper discusses the hardware architecture, system design, software implementation, and potential use cases of the 

proposed robot. The aim is to demonstrate how integrating object detection with user-friendly audio-visual feedback can 

significantly enhance the effectiveness and safety of mobile robotic systems. 

 

II.LITERATURE REVIEW 

 

The integration of robotics and automation into educational environments has gained significant attention in recent years, 

driven by the potential of these technologies to enhance learning, streamline operations, and foster interactive, engaging 

experiences. In this literature review, we examine existing research related to educational robotics, mobile-controlled 

robots, RFID-based identification systems, and interactive display technologies, providing a comprehensive background 

for the development of the "Robo Navigator." 

1) Harshavardhan V Kulkarani et.al (2023)"SMART ROBOT FOR HEALTH ASSISTANCE "Gives the integration of 

robotic systems in healthcare, examining their current applications, the challenges posed by rising patient demands, the 

benefits of automation, recent technological advancements, ethical considerations, and future research directions to 

enhance healthcare delivery. 

2) Mehran Pakdaman et.al (2010) "  A Line Follower Robot from Design to Implementation: Technical issues and 

Problem" have evolved from basic sensors to advanced IR technology, improving navigation through algorithms like 

PID control. Research highlights the importance of design, sensor placement, and addressing challenges like 

misalignment, informing the development of competitive models like TABAR. 

3) Om Solavat et.al  (2024) "Path Following Robot using Arduino and IR Sensors" is a mobile robot that follows a path 

using IR sensors. It uses the LSRB algorithm and is powered by Arduino. We will develop the necessary hardware and 

software and build a path for testing. The robot will navigate a maze by following a black line. 

4) Siddhant Pathak et.al (2021)"Line Following Robot" These robots use sensors and motors to accurately follow a path. 

Research shows that improvements in control methods and sensors help these robots work better in areas like factories 

and museums. 

5) Kiran Kumar et.al (2016)"Design and Development of a Robotic Arm" suggests that more assistive robots are needed 

to help the elderly and people with disabilities. The development of 5-DOF robotic arms uses software like MATLAB 

for control and testing, improving user-friendly designs for feeding assistance. 

 

III.PROBLEM STATEMENT 

 

In environments such as educational institutions, offices, public exhibitions, and healthcare facilities, there is a growing 

need for intelligent systems that can assist in navigation, deliver real-time information, and interact with users effectively. 

Traditional robotic systems are often limited by their lack of interactivity, static programming, and inability to respond 

dynamically to environmental changes. Furthermore, many robots require manual supervision or are designed for 

specific, narrowly defined tasks, which restricts their usability in more versatile and dynamic applications. 

One of the primary challenges in current mobile robotic systems is their inability to detect and respond to obstacles 

autonomously while maintaining user-directed control. In addition, many systems lack effective feedback mechanisms 

that inform users of the robot's status or surrounding environment. The absence of real-time audio and visual outputs 

also limits the accessibility of these robots, especially for individuals with visual or auditory impairments. 

Therefore, there is a need for a mobile-controlled smart robot that integrates object detection for obstacle avoidance, 

real-time audio feedback for auditory communication, and visual output for displaying relevant information. Such a 

system should provide a user-friendly interface, support wireless control via mobile devices, and operate efficiently in 

indoor environments with varying levels of complexity. This project aims to address these challenges by developing a 

multifunctional robotic platform that enhances safety, interactivity, and user engagement. 
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BLOCK DIAGRAM 

 

 
Figure 1: Block Diagram of Robo Navigator 

 

HARDWARE REQUIREMENT 

A. Arduino Uno 

It was originally designed to promote computer science education and to provide a platform for programming and 

electronics projects. The Arduino Uno is the central microcontroller of the Robo Navigator system, serving as the "brain" 

of the robot. It is based on the ATmega328P microchip and contains 14 digital I/O pins, 6 analog inputs, a USB 

connection for programming, and an onboard voltage regulator. It operates at a voltage of 5V and is equipped with a 

clock speed of 16 MHz. The Arduino Uno acts as the controller for the entire robot. It processes inputs from various 

sensors such as the RFID reader, touch sensor, and Bluetooth module. It also controls outputs such as the DC motors, 

MAX7219 Dot Matrix Display, and DF Player Mini. 

 

 
Figure 2: Arduino Uno 

 

B.  Ultrasonic Sensor 

Ultrasonic sensors are widely used in robotics and automation for their ability to detect objects and measure distance 

without physical contact. These sensors operate on the principle of echolocation, similar to the technique used by bats 

and dolphins. They emit high-frequency sound waves (typically above 20 kHz, which is beyond human hearing range) 

and measure the time it takes for the sound wave to bounce back after striking an object. The sensor then calculates the 

distance based on the speed of sound in air and the time delay between transmission and reception. 

 

 
Figure 3: Ultrasonic Sensor 
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C.  Touch Sensor 

The touch sensor is an essential component for adding interactivity to the Robo Navigator. It allows users to engage 

directly with the robot by touching a designated area on the sensor. Once activated, the touch sensor sends a signal to 

the Arduino, which then triggers an audio message through the DF Player Mini. This feature enhances the user experience 

by providing a personalized message or information when the sensor is activated. 

 
Figure 4: Touch Sensor 

. 

D. Bluetooth Module (HC-05) 

The HC-05 Bluetooth module enables wireless communication between the robot and a mobile device. It operates over 

the Bluetooth 2.0+EDR standard and allows users to control the robot using a mobile application. The HC-05 is connected 

to the Arduino via serial communication, and it receives commands from the user’s mobile device, enabling manual 

control of the robot's movement across predefined paths. 

 

 
Figure 5: Bluetooth Module (HC-05) 

 

E. L298N Motor Driver 

The L298N motor driver is responsible for controlling the direction and speed of the robot's DC motors. It allows the 

Arduino to drive the motors in both forward and reverse directions, as well as control the motor speed using pulse-width 

modulation (PWM). The L298N can control two motors simultaneously, making it ideal for controlling the movement 

of the Robo Navigator. 

 
Figure 6: L298N Motor Driver 
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F. DF Player Mini (MP3 Module) 

The DF Player Mini is a small, low-cost MP3 player module that can play audio files stored on a microSD card. It is 

used to provide audio narration or feedback to the user. In the Robo Navigator, the DF Player Mini is used to deliver 

pre-recorded audio responses based on user interaction with the touch sensor or RFID card identification. The module is 

controlled via serial communication and can be connected to the Arduino to trigger specific audio files. 

 

 
Figure 7: DF Player Mini (MP3 Module) 

 

G. LM2596 DC to DC Converter 

The LM2596 DC to DC converter is used to step down the voltage from a higher power source (e.g., 12V battery) to a 

stable 5V required by the Arduino and other components. This component is crucial for ensuring that the robot receives 

consistent and safe power, preventing over-voltage issues and ensuring that sensitive electronics, like the Arduino and 

sensors, operate within their required voltage ranges. 

 

 
Figure 8: LM2596 DC to DC converter 

 

H. DC Motor (60 RPM) 

The DC motors used in the Robo Navigator are critical for its movement. These motors are rated at 60 RPM (Revolutions 

Per Minute), which determines the robot’s speed. The DC motors are connected to the L298N motor driver, which allows 

for precise control of the motors' speed and direction. These motors provide the necessary torque to move the robot 

across the laboratory or department space. 

 
Figure 9: DC Motor (60 RPM) 

I. Speaker 

The speaker is used to play audio output generated by the DF Player Mini. It provides the auditory feedback and 

narrations that the Robo Navigator delivers to the user. The speaker is small and compact, providing clear sound without 

requiring a large physical footprint, making it ideal for integration into the robot's design. 
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Figure 10: Speaker 

 

J. Wheels 

The wheels are the physical components attached to the DC motors, enabling the robot to move across surfaces. These 

wheels are designed to provide adequate traction and support for smooth movement, ensuring the robot can travel across 

a variety of indoor environments, such as laboratory floors, without slipping or stalling. 

 
Figure 11: Wheels 

 

K. MAX7219 Dot Matrix Display 

The MAX7219 is an integrated circuit used to drive 8x8 LED dot matrix displays. In the Robo Navigator, this display is 

used to show relevant information about the laboratory, such as its name and primary functions. The high-resolution 

display enables the robot to visually communicate key details to the user in a clear and easily readable format. The 

MAX7219 is controlled by the Arduino and can display both text and simple graphical representations. 

 
Figure 12: MAX7219 Dot Matrix Display 

 

IV.METHODOLOGY 

 

The Robo Navigator is a mobile-controlled, intelligent robot designed to assist users in navigating laboratory spaces 

while delivering real-time information. The system incorporates multiple technologies, including Bluetooth 

communication, RFID-based identification, touch sensors, a MAX7129 Dot Matrix Display, and an audio feedback 

mechanism. 

1. Bluetooth-Controlled Navigation 

The Robo Navigator leverages Bluetooth technology for wireless communication between the robot and a mobile device, 

allowing users to control the robot’s movement in real time. The system employs a Bluetooth module embedded within 

the robot, enabling it to receive control commands from a mobile application installed on the user’s smartphone. 

Manual Control: The user sends directional commands (forward, backward, left, right) via the app, and the robot responds 

accordingly, allowing movement within designated areas such as corridors or hallways in a laboratory environment.  
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Real-Time Responsiveness: The Bluetooth interface ensures that commands are executed promptly, providing smooth 

and precise control over the robot's navigation. 

The Bluetooth-based navigation system is designed for ease of use, ensuring accessibility to various user groups, 

including students, faculty, and visitors, by providing a simple and intuitive means of controlling the robot. 

2. RFID Identification System 

A key feature of the Robo Navigator is its RFID (Radio Frequency Identification) system, which allows the robot to 

autonomously detect and provide information about specific laboratories. Each laboratory within the facility is associated 

with a unique RFID card containing embedded data specific to that lab (e.g., name, function, and equipment details). 

Upon nearing an RFID card, the robot’s RFID reader scans the card and retrieves the information stored within. The 

robot then performs the following tasks: 

Display of Lab Information: The robot communicates with the MAX7129 Dot Matrix Display to show the lab’s name 

and additional relevant details. 

Audio Feedback: Simultaneously, the robot triggers an audio message containing information about the lab's purpose, 

functions, or research activities. This audio is pre-recorded for each lab, providing a dynamic and interactive user 

experience.  

The RFID system automates the process of lab identification, allowing users to obtain pertinent information simply by 

navigating to a specific location in the laboratory space. 

3. MAX7129 Dot Matrix Display 

The MAX7129 Dot Matrix Display is integrated into the Robo Navigator to provide clear, high-resolution visual 

information. This display consists of a matrix of LEDs arranged in a grid that can form alphanumeric characters, symbols, 

and basic graphics. 

Show Laboratory Information: Upon detecting an RFID card, the robot retrieves and displays the name of the laboratory 

and additional details, such as the lab’s function or specific equipment available. 

Custom Messages and Alerts: The display can also show real-time custom messages or alerts, providing directions or 

guidance to the users as they interact with the robot. 

This high-resolution display ensures that the text and images presented to the user are clear and easily readable, 

enhancing the interaction experience. 

4. Audio Feedback System 

The Robo Navigator is equipped with an audio feedback system to supplement the visual information displayed on the 

MAX7129 screen. This system uses pre-recorded audio clips that are triggered when the robot detects an RFID card. 

Descriptive Audio: When an RFID card is detected, the robot provides an audio message that describes the laboratory’s 

purpose, research activities, and any specialized equipment available. 

Multi-Sensory Feedback: The combination of both visual and auditory information offers users a more comprehensive 

understanding of the laboratory and its function, ensuring better engagement and accessibility. 

This integration of both visual and auditory elements is designed to facilitate a richer, multi-sensory user experience. 

5. Touch Sensor Interaction 

In addition to RFID identification and Bluetooth-controlled navigation, the Robo Navigator incorporates a touch sensor 

as an additional means of user interaction. This sensor is integrated into the body of the robot, and when activated, it 

triggers a pre-recorded audio message. 

Upon user interaction with the touch sensor, the robot responds with an introductory message, which includes: Robot 

Introduction: A brief message such as "I am Robo Navigator, created by the batch of 2025." 

Project Acknowledgment: The robot also provides information about its creators, such as "This project was developed 

by the team members and guided by Dr.P.D.Pawar. 

The touch sensor is designed to foster a personalized connection with users by offering context about the robot’s 

development and purpose. 

6. Power Supply and Initialization 

Upon powering on, the Robo Navigator undergoes an initialization phase to ensure all components are functioning 

properly.  

System Startup: The robot powers on all internal systems, including the Bluetooth module, RFID reader, MAX7129 

display, and audio system 

Greeting and Setup: During this phase, the robot displays a greeting message, such as "Hello, I am Robo Navigator," on 

the MAX7129 display and plays a corresponding welcome message. This ensures that the robot is ready for immediate 

interaction once powered on. This initialization procedure guarantees a smooth and user-friendly startup experience. 

7. System Integration and Control 

The microcontroller within the Robo Navigator serves as the central unit responsible for managing the coordination of 

various components. The microcontroller ensures that the system operates efficiently by handling inputs from different 

sensors (Bluetooth, RFID, touch sensor) and triggering appropriate actions. 
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Key roles of the microcontroller include: Input Processing: It processes data from the Bluetooth module, RFID reader, 

touch sensor, and audio system, ensuring the robot responds accurately to user commands. 

Power Management: The microcontroller also oversees the power supply to each component, optimizing energy 

consumption to ensure prolonged operational life. 

System Coordination: By integrating all the components, the microcontroller guarantees that the robot operates smoothly, 

providing real-time responsiveness and functionality. 

8. User Interaction Flow 

The user interaction process is designed to be intuitive and straightforward. The sequence of actions during user 

interaction is as follows: Power On: Upon powering up, the robot displays a greeting message and plays a welcome audio 

message. 

Bluetooth-Controlled Navigation: The user connects their mobile device to the robot via Bluetooth and gains control 

over the robot’s movement. 

RFID Detection: When the robot approaches a specific laboratory, the RFID system detects the associated RFID card, 

triggering the display of the lab’s name and a corresponding audio message. 

Touch Sensor Activation: The user can activate the touch sensor to hear an introductory message about the robot’s 

creation and its development team. 

Continuous Interaction: The robot continues to interact with users as they explore different areas, ensuring that each 

laboratory is introduced with relevant information. 

 

V.CONCLUSION 

 

In conclusion, the mobile-controlled smart robot with integrated display output, audio output, lab detection, and object 

detection represent a significant step forward in the field of robotics and automation. The system enhances the robot's 

ability to interact with its environment in real-time, offering versatile functionalities such as object recognition and lab-

based environmental awareness. The use of a display and audio output allows for a more intuitive interface, improving 

user interaction and feedback mechanisms. By incorporating object detection algorithms, the robot can make intelligent 

decisions about its surroundings, enabling autonomous navigation and interaction. Overall, this project demonstrates the 

potential for creating smarter, more responsive robots that can be applied in a variety of fields, from laboratory 

environments to practical everyday application of how education is delivered in increasingly tech-driven environments. 
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