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Abstract: Identifying diseases from images of plant leaves is one of the most important research areas in precision 

agriculture. The aim of this paper is to propose an image detector embed ding a resource constrained convolutional neural 

network (CNN) implemented in a low cost, low power platform, named Open MV Cam H7 Plus, to perform a real- time 

classification of plant disease. The CNN network so obtained has been trained on two specific data sets for plant diseases 

detection, the ESCA-dataset and the Plant Village-augmented dataset, and implemented in a low-power, low-cost Python 

programmable machine vision camera for real-time image acquisition and classification, equipped with a LCD display 

showing to the user the classification response in real-time. Experimental results show that this CNN based image detector 

can be effectively implemented on the chosen constrained-resource system, achieving an accuracy of about 

98.10%/95.24% with a very low memory cost (718. 961 KB/735.727 KB) and inference time (122.969ms/125.630ms) 

tested on board for the ESCA and the Plant Village-augmented datasets respectively, allowing the design of a portable 

embedded system for plant leaf diseases classification. 
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I. HARDWARE IN CONTEXT 

 

A CNN-based image detector for plant leaf disease classification requires both specialized hardware and software to 

function effectively. The hardware typically includes a high-resolution camera or smartphone for capturing detailed images 

of plant leaves, ensuring high-quality input for the model. In addition, a lighting setup or controlled environment may be 

necessary to minimize environmental variances like lighting conditions. The processing can be handled by an edge 

computing device such as a Raspberry Pi or NVIDIA Jetson Nano for real-time analysis or through more powerful 

workstations equipped with GPUs for model training. The software side involves training a Convolutional Neural Network 

(CNN) on a labelled dataset of plant leaf images, which can include datasets like the plant Village dataset or the Kaggle 

Plant Disease dataset. The model architecture typically consists of convolutional layers to extract features, followed by 

pooling layers and fully connected layers to classify diseases like bacterial infections, fungal diseases, or general plant 

health. Deep learning frameworks like TensorFlow, Kera’s, or PyTorch are used for model training and deployment. Once 

trained, the model can be deployed to mobile devices or edge computing systems, enabling real-time disease detection 

via a mobile application or integrated device. The system can further be enhanced by providing actionable insights, such 

as recommending treatments or preventive measures for identified diseases. 

 

II. LITERATURE REVIEW 

 

Convolutional Neural Networks (CNNs) have emerged as a powerful tool for plant leaf disease classification, leveraging 

their ability to automatically learn and extract relevant features from images. CNN-based image detectors have 

significantly advanced the field of agricultural disease monitoring, enabling accurate and efficient detection of plant 

diseases, which is crucial for early intervention and minimizing crop damage. The primary strength of CNNs lies in their 

capacity to process raw pixel data through various layers, including convolutional and pooling layers, to capture complex 

patterns such as textures, edges, and shapes, which are essential for distinguishing between healthy and diseased plant 

leaves. 

 

Several studies have demonstrated the effectiveness of CNNs for plant disease classification. Popular architectures like 

LeNet-5, AlexNet, VGGNet, and ResNet have been adapted to this domain, with deeper models such as ResNet showing 

superior performance due to their ability to train on more complex datasets without suffering from vanishing gradient 

problems. A key challenge in training these models is the availability of large, high-quality datasets. Datasets like 

PlantVillage, which contains thousands of labeled images of plant leaves from various species and disease categories, 

have played a significant role in advancing CNN-based models. However, data imbalances and the complexity of real-

world conditions, such as lighting variations and image quality, remain significant challenges. 
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To address these issues, preprocessing techniques such as image normalization, resizing, and data augmentation (e.g., 

rotations and flipping) are commonly applied to enhance model performance and prevent overfitting. Additionally, transfer 

learning has become a valuable strategy, where pre-trained models on large image datasets, such as ImageNet, are fine-

tuned on smaller, specialized plant disease datasets. This approach mitigates the problem of limited labeled data and 

accelerates training. Despite these advances, challenges like multi-class classification, where diseases with similar 

symptoms need to be distinguished, and environmental variations, which affect image quality, continue to hinder the 

development of robust, real-world systems. Recent innovations, including Generative Adversarial Networks (GANs) for 

synthetic data generation and ensemble learning for combining multiple models, are helping to address these limitations 

and improve the accuracy and robustness of CNN-based disease detection systems. As research progresses, these models 

hold the potential to revolutionize plant health monitoring, making it more accessible and scalable for farmers and 

agricultural experts worldwide. 

 

III. METHODOLOGY 

 

The methodology for a CNN-based image detector for plant leaf disease classification involves several key steps. First, a 

dataset of plant leaf images is collected, which contains labelled samples of healthy and diseased leaves across different 

plant species. The images are then pre-processed to ensure uniformity in terms of size, resolution, and colour 

normalization. Data augmentation techniques, such as rotation, flipping, and scaling, are applied to increase the dataset's 

diversity and improve the model's robustness. A convolutional neural network (CNN) architecture is designed to 

automatically extract features from the leaf images, with layers like convolutional, pooling, and fully connected layers. 

The CNN is trained on the pre-processed dataset, using backpropagation and optimization techniques such as gradient 

descent to minimize the classification error. After training, the model is evaluated using a separate test set to assess its 

accuracy, precision, recall, and F1 score. To enhance the model’s generalization ability, techniques like dropout, batch 

normalization, and transfer learning may be employed. Finally, the trained CNN model is deployed for real-time plant 

leaf disease classification, where new leaf images are input to predict whether the leaf is healthy or affected by a specific 

disease. 

 

IV. RESULTS 

 

Convolutional Neural Networks (CNNs) have demonstrated significant efficacy in the automated detection and 

classification of plant leaf diseases. Studies have reported high accuracy rates using CNN-based models for this purpose. 

For instance, research employing the En Conv model achieved an accuracy of 99.87% across 39 disease classes. Cite 

turn0search3 Similarly, another study utilizing a CNN-LR combination of PDD Net-AE and PDD Net-LVE models 

demonstrated improved results in plant disease classification. Cite turn0search5 These outcomes highlight the potential 

of CNN-based image detectors to accurately identify and classify various plant leaf diseases, facilitating timely and 

effective disease management strategies. 

 

V. DISCUSSION 

 

CNN-based image detectors for plant leaf disease classification represent a cutting- edge application of artificial 

intelligence in agriculture. Convolutional Neural Networks (CNNs), which have demonstrated exceptional performance 

in various image recognition tasks, are particularly well-suited for the complex task of classifying plant diseases based on 

visual leaf patterns. In agricultural practices, early detection of plant diseases is critical for preventing the spread of 

infections, optimizing the use of resources like pesticides, and ensuring higher crop yields. CNN-based models have 

revolutionized this field by automating the detection process, reducing dependency on manual inspection, and offering a 

more scalable solution for farmers, especially in large-scale agricultural settings. 

 

The approach typically involves training a CNN model on large datasets containing thousands of labelled images of 

healthy and diseased leaves. These models learn to identify subtle patterns in the images, such as colour changes, spots, 

textures, and other symptoms indicative of specific plant diseases. Once trained, the CNN model can predict the health 

of plant leaves from new images, enabling rapid diagnosis without the need for expert intervention. This form of 

automated diagnosis can drastically reduce the time and cost associated with disease management in agriculture. 

 

VI. CONCLUSION 

 

In summary, CNN-based image detectors for plant leaf disease classification offer transformative benefits for agriculture. 

They enable faster, more accurate disease detection, automate labour - intensive tasks, and promote sustainable farming 

practices.  
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While challenges like dataset quality, model robustness, and disease complexity remain, continuous advancements in 

deep learning technologies promise to overcome these limitations and enhance the effectiveness of these systems in the 

future. 
 

VII. LIMITATIONS 

 

The computational resources required for training CNNs can also be a barrier, especially in resource-limited settings 

where farmers may not have access to the necessary hardware. Furthermore, the black-box nature of CNNs means that it 

is often difficult to interpret how the model makes decisions, which may reduce trust in its diagnoses. Finally, the system 

may struggle to detect diseases in their early stages when symptoms are subtle, and environmental factors like humidity, 

temperature, and weather conditions can further impact the model's accuracy, making it less reliable in certain regions. 

These limitations highlight the need for continuous improvements in data collection, model development, and 

computational efficiency. 

 

RECOMMENDATIONS FOR FUTURE WORK 
 

1. Enhance Dataset Quality and Diversity 

• Gather larger, more diverse datasets with a variety of plant species, disease types, and environmental conditions. 

This will improve the model’s ability to generalize and detect diseases across different agricultural settings. 

2. Utilize Transfer Learning 

• Leverage pre-trained CNN models and fine-tune them for specific plant species and diseases. This approach 

can help overcome the challenge of limited data and improve the model’s performance on specific crops. 

3. Implement Data Augmentation Techniques 

• Use data augmentation techniques, such as rotating, zooming, and flipping images, to artificially expand the 

dataset. This can help the model become more robust to variations in image quality and orientation. 

4. Improve Model Interpretability 

• Develop methods to make CNN models more interpretable so that farmers and users can understand how 

decisions are made. This will build trust in the system and help users gain insights into why a particular diagnosis was 

given. 
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