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Abstract: Blood cancer detection and classification play a crucial role in early diagnosis and treatment planning. This 

study proposes a Convolutional Neural Network (CNN)-based approach for the automated detection and classification 

of blood cancer using Peripheral Blood Smear (PBS) images. The model classifies images into benign and malignant 

(ALL) categories, further distinguishing between its subtypes: Early Pre-B, Pre-B, and Pro-B. The system is integrated 

into a web-based application for real-time image analysis. Experimental results demonstrate the effectiveness of CNNs 

in achieving high classification accuracy, aiding in automated and reliable leukemia diagnosis. 
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1. INTRODUCTION 

 

Blood cancer is a life-threatening disease that affects millions of people worldwide. Among its various types, Acute 

Lymphoblastic Leukemia (ALL) is one of the most aggressive and rapidly progressing hematological malignancies. Early 

detection and classification of ALL play a crucial role in determining the appropriate treatment plan and improving 

survival rates. Traditional methods for diagnosing blood cancer rely on manual microscopic examination of Peripheral 

Blood Smear (PBS) images by hematologists. This process is time-consuming, requires extensive expertise, and is subject 

to inter-observer variability, which can lead to inconsistent diagnoses. 

Recent advancements in artificial intelligence and deep learning have enabled automated diagnostic systems that can 

analyze medical images with high accuracy. Convolutional Neural Networks (CNNs) have demonstrated significant 

success in various medical image classification tasks due to their ability to automatically extract features and learn 

complex patterns. In this study, we propose a CNN-based model for the detection and classification of blood cancer using 

PBS images. The model classifies images into benign and malignant (ALL) cases and further differentiates between three 

subtypes of ALL: Early Pre-B, Pre-B, and Pro-B. 

Unlike previous studies that primarily focus on binary classification, our approach provides a multi-class classification 

system that offers a more detailed diagnosis. Additionally, we implement Gradient-weighted Class Activation Mapping 

(Grad-CAM) to enhance the interpretability of our model, allowing clinicians to visualize the regions in the image that 

contribute most to the classification decision. The system is integrated into a web-based application to enable real-time 

image analysis and diagnosis, making it more accessible for clinical use. 

 

Research Objectives 

● To develop an automated system for detecting and classifying blood cancer using CNNs. 

● To differentiate between benign and malignant (ALL) cases, further classifying ALL subtypes. 

● To integrate the trained model into a web-based application for real-time analysis. 

 

2. LITERATURE REVIEW 

 

In recent years, artificial intelligence has transformed the field of medical diagnostics by enabling automated image 

analysis for disease detection. Traditional methods for blood cancer diagnosis rely on microscopic examination of blood 

smear images by pathologists, which is prone to human error and inconsistencies. To overcome these limitations, machine 

learning and deep learning techniques have been explored for the automated detection of leukemia and other 

hematological malignancies. 

Early approaches to leukemia classification used handcrafted feature extraction techniques combined with traditional 

machine learning classifiers such as Support Vector Machines (SVM) and Random Forest. These methods relied on 

morphological and texture-based features extracted from cell images. While they showed promise, they lacked the ability 

to generalize across diverse datasets due to variations in staining, lighting, and imaging conditions [1]. 
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Deep learning, particularly Convolutional Neural Networks (CNNs), has shown superior performance in medical image 

analysis by automatically learning hierarchical features from raw image data. CNN-based models have been successfully 

applied to classify leukemia cells with high accuracy. For instance, a study by Cireşan et al. (2012) demonstrated the 

potential of deep CNNs in detecting cancerous cells from microscopic images with minimal preprocessing [2]. More 

recent studies have focused on fine-tuning pre-trained CNN models such as VGG16, ResNet, and InceptionV3 for 

leukemia classification, achieving accuracy levels exceeding 90% [3]. 

Despite these advancements, many existing studies focus only on binary classification (normal vs. leukemia) and do not 

provide subtype classification, which is essential for personalized treatment planning. Moreover, model interpretability 

remains a major challenge, as deep learning models are often perceived as "black boxes." To address this issue, recent 

studies have integrated Grad-CAM visualization techniques to highlight the image regions that contribute most to 

classification decisions [4]. 

 

3. METHODOLOGY 

 

3.1 Dataset Description  

● The dataset used in this study consists of Peripheral Blood Smear (PBS) images collected from 89 patients 

diagnosed with Acute Lymphoblastic Leukemia (ALL). These images were captured using a Zeiss camera at 

100x magnification. The dataset is categorized into two main classes: benign (healthy) and malignant (ALL). 

The malignant category is further divided into three subtypes: Early Pre-B, Pre-B, and Pro-B. 

● Each image in the dataset undergoes preprocessing to ensure uniformity and improve model performance. The 

dataset is split into training and testing sets, maintaining an 80:20 ratio to ensure sufficient data for model 

learning and evaluation. 

 

3.2 Data Preprocessing 

● The dataset is subjected to several preprocessing techniques to enhance model accuracy and generalizability. 

These techniques include: 

● Image Resizing: All images are resized to 224x224 pixels to maintain consistency. 

● Normalization: Pixel values are scaled between 0 and 1 to standardize the input distribution. 

● Data Augmentation: Techniques such as rotation, flipping, zooming, and brightness adjustment are applied to 

increase dataset diversity and reduce overfitting. 

● Noise Reduction: Median filtering is used to remove unwanted noise from the images while preserving critical 

cell structures. 

 

3.3 CNN Architecture 

● The proposed Convolutional Neural Network (CNN) model consists of multiple layers designed to extract 

hierarchical features from input images and perform classification. The architecture includes: 

● Input Layer: Accepts RGB images of size 224x224x3. 

● Convolutional Layers: Three convolutional layers with 3x3 filters extract low-level and high-level features 

from the images. ReLU activation is used to introduce non-linearity. 

● Pooling Layers: Max pooling is applied after each convolutional layer to reduce spatial dimensions while 

retaining essential features. 

● Batch Normalization: Normalizes activations between layers to improve training stability. 

● Fully Connected Layers: Two dense layers process the extracted features, followed by a dropout layer to 

prevent overfitting. 

● Output Layer: A softmax activation function is used to classify images into one of the four categories: benign, 

Early Pre-B, Pre-B, and Pro-B. 

 

3.4 Model Training and Evaluation 

● The CNN model is trained using the Adam optimizer with a learning rate of 0.001. The categorical cross-entropy 

loss function is used to handle multi-class classification. The model is trained for 50 epochs with a batch size of 

32. Performance metrics such as accuracy, precision, recall, and F1-score are computed to evaluate the model’s 

effectiveness. 
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Fig 1: Architecture of CNN Model 

 

3.5 Grad-CAM Visualization 

● To enhance model interpretability, Gradient-weighted Class Activation Mapping (Grad-CAM) is implemented. 

This technique generates heatmaps highlighting the regions in the input images that contribute most to the 

model’s classification decisions. Grad-CAM visualization provides insights into the model's decision-making 

process, improving trust and transparency in medical diagnostics. 

 

 
Fig 2: CNN Net Model Architecture.  

 

In the above methodology the architecture diagrams describe the dataset is trained and preprosed using CNN Model 

Alogirthm by this the output is predicted using Grad-CAM Visualization.  

 

https://ijireeice.com/
https://ijireeice.com/


ISSN (O) 2321-2004, ISSN (P) 2321-5526 

 

IJIREEICE 

International Journal of Innovative Research in Electrical, Electronics, Instrumentation and Control Engineering 

Impact Factor 8.021Peer-reviewed & Refereed journalVol. 13, Issue 3, March 2025 

DOI:  10.17148/IJIREEICE.2025.13315 

© IJIREEICE                 This work is licensed under a Creative Commons Attribution 4.0 International License                 101 

4. RESULTS AND DISCUSSION 

 

4.1 Model Performance 

The CNN model was trained and evaluated using the preprocessed dataset. The performance of the model was measured 

using accuracy, precision, recall, and F1-score. The classification report showed that the model achieved a high accuracy 

in distinguishing between benign and malignant cases, as well as classifying the subtypes of ALL. The confusion matrix 

indicated that the model effectively minimized false positives and false negatives, demonstrating its reliability in medical 

image classification. 

 

4.2 Accuracy and Loss Analysis 

The training and validation accuracy increased progressively with each epoch, while the loss steadily decreased, 

indicating that the model successfully learned the underlying patterns in the dataset. The final accuracy of the model 

reached over 90%, confirming its effectiveness in classifying blood smear images. The loss curve analysis further showed 

that the model was not overfitting, as the validation loss remained stable and did not diverge significantly from the 

training loss. 

 

4.3 Comparative Analysis 

To validate the effectiveness of the proposed model, its performance was compared with other deep learning architectures 

such as VGG16, ResNet50, and InceptionV3. The proposed CNN model achieved comparable or superior results while 

maintaining lower computational complexity. The model outperformed traditional machine learning approaches such as 

Support Vector Machines (SVM) and Random Forest, which required extensive feature engineering and achieved lower 

accuracy rates. 

 

4.4 Grad-CAM Visualization Results 

Grad-CAM was applied to sample test images to visualize the areas that influenced the classification decision. The 

heatmaps generated by Grad-CAM showed that the CNN model correctly focused on the malignant cell regions, 

highlighting key morphological differences between benign and malignant samples. These visualizations provide an 

additional layer of interpretability, allowing clinicians to verify the model’s decision-making process. 

 

 
Fig 3: Prediction Result of Cancer Cell 

 

4.5 Challenges and Limitations 

Despite its high accuracy, the model has some limitations. The dataset, although diverse, is limited in size, which may 

affect generalization to a broader population. The presence of variations in staining techniques and image quality across 

different hospitals could introduce inconsistencies. Additionally, real-time deployment in clinical settings requires further 

validation to ensure robustness under different imaging conditions. Future work will focus on expanding the dataset, 

incorporating more advanced augmentation techniques, and exploring hybrid models to further improve classification 

performance. 

 

5. WEB APPLICATION DEPLOYMENT 

 

5.1 System Architecture 

● To make the CNN-based blood cancer detection model accessible for real-time analysis, a web-based application 

was developed. The system follows a client-server architecture, 
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 where users can upload blood smear images through a user-friendly interface, and the backend processes the 

image to provide classification results. The architecture consists of the following components: 

● Frontend: Developed using React.js, the frontend provides an intuitive interface for uploading images and 

displaying results. 

● Backend: A Flask-based API serves the CNN model, handling image preprocessing, prediction, and result 

generation. 

● Database: MongoDB is used to store user-uploaded images and classification results for further analysis. 

● Deployment Server: The application is hosted on cloud platforms such as AWS or GCP to ensure scalability 

and accessibility. 

 

5.2 Model Integration with Flask 

● The trained CNN model is integrated into the Flask backend, where the following steps occur when an image is 

uploaded: 

● The image is received and validated for format and quality. 

● Preprocessing techniques such as resizing and normalization are applied. 

● The preprocessed image is fed into the CNN model for classification. 

● The model predicts the category (Benign, Early Pre-B, Pre-B, or Pro-B). 

● The output is displayed on the frontend, along with Grad-CAM heatmaps for interpretability. 

 

5.3 User Interface Design 

● The web application interface is designed to be simple and interactive. Users can upload an image with a single 

click, and results are displayed within seconds. Features such as result history, downloadable reports, and a 

feedback system are incorporated to enhance usability. 

 

5.4 Cloud Deployment and Scalability 

● To ensure accessibility and scalability, the web application is deployed on cloud platforms. AWS EC2 or GCP 

Compute Engine is used to host the backend, while S3 or Cloud Storage is utilized for image storage. A load 

balancer is implemented to handle multiple user requests simultaneously, ensuring smooth performance even 

under high traffic. 

 

5.5 Security and Privacy Considerations 

● Since medical image data is sensitive, the application incorporates security measures such as: 

● Data Encryption: All uploaded images and results are encrypted using SSL/TLS. 

● Access Control: User authentication mechanisms ensure only authorized users can access certain 

functionalities. 

● GDPR and HIPAA Compliance: The system adheres to regulatory guidelines for handling medical data 

securely. 

 

6. CONCLUSION 

 

This study presented a CNN-based approach for the detection and classification of Acute Lymphoblastic Leukemia 

(ALL) using Peripheral Blood Smear (PBS) images. The proposed model effectively distinguishes between benign and 

malignant cases and further classifies ALL into three subtypes: Early Pre-B, Pre-B, and Pro-B. The experimental results 

demonstrated that the model achieves high accuracy, making it a promising tool for automated blood cancer diagnosis. 

The integration of Grad-CAM visualization enhances interpretability, allowing medical professionals to verify and trust 

the model’s predictions. 

Additionally, the developed web application provides a user-friendly platform for real-time image analysis, making the 

system accessible for clinical use. By leveraging cloud deployment, the application ensures scalability and reliability, 

allowing for widespread adoption in healthcare settings. 

 

6.2 Future Work 

Although the proposed model performs well, several areas can be improved in future research: 

● Dataset Expansion: Increasing the dataset size with more diverse images from multiple sources will improve 

the model’s generalization ability. 

● Hybrid Deep Learning Models: Exploring transformer-based architectures and hybrid models combining 

CNNs with attention mechanisms could further enhance classification accuracy. 

● Real-time Mobile Application: Developing a mobile application for on-the-go diagnostics could increase 

accessibility for remote healthcare professionals. 
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● Explainable AI Enhancements: Improving interpretability by integrating more advanced explainability 

techniques will enhance trust in AI-driven medical diagnostics. 

● Clinical Validation: Conducting large-scale clinical trials to validate the model’s performance across different 

imaging conditions and patient demographics. 

 

The implementation of these enhancements will contribute to the development of more reliable and accessible AI-driven 

diagnostic systems for leukemia detection. 
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