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Abstract: Data analytics workflows expressed through Directed Acyclic Graphs run commonly today in serverless 

computing environments such as Google Cloud Platform because these settings provide better scalability and efficient 

cost benefits. Serverless workflows help scientists and business professionals deal with complex analytics requirements 

across astronomy, science, and social science, as well as bioinformatics and neuroscience. The data pipelines require 

specific programming models and runtime environments to handle their complex requirements. This paper investigates 

execution methods for data analytics DAGs through Google Cloud Platform services. This research demonstrates both 

the designed architecture and the achieved results of workflow implementations that will provide instrument pipelines as 

a service. 
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I. INTRODUCTION 

 

The innovative Serverless computing framework of cloud computing enables developers to operate code without needing 

to worry about the administration of servers [15] [16]. The operational complexities vanish through this approach, which 

enables developers to write code and develop applications while cloud providers manage infrastructure deployments and 

scalability and ensure system availability [1]. Serverless architectures adapt to various use cases [2] because of their 

flexibility, which enables them to solve multiple computing requirements.  

 

The various technologies of serverless computing include Functions as a Service, which represents the leading model as 

described [7][8]. The model allows developers to compose individual triggerable functions that respond to HTTP requests 

as well as database updates or message queue events [14]. Cloud providers scale the resources upon demand triggers 

while executing these functions to ensure the application remains available and responsive during peak usage periods 

[9][10].  

 

Serverless computing operates with a native billing procedure where users pay for the exact duration their functions 

execute, thereby delivering cost efficiency. The server-based method contrasts with this approach by requiring users to 

pay for unused resources, which leads to potential cost inefficiencies [14].  

 

II. LITERATURE REVIEW 

 

The serverless approach enables scientific researchers to access cloud resources through a platform that streamlines the 

management tasks of physical servers. Cloud computing giants Amazon, together with Google, Microsoft, IBM, and 

Alibaba, introduced elastic computing services following the serverless concept in recent years [11]. The platforms let 

users access auto-scaling features through their pay-as-you-go pricing model, which provides economic computational 

services [13, 33,34]. Through this flexibility, scientists remain free to work on their research goals; thus, they can bring 

about faster discoveries that generate greater scientific advancement.  

‘ 

The serverless computing industry shows rapid growth while researchers across multiple disciplines research its 

possibilities and solutions for existing challenges. New surveys about serverless computing bring essential knowledge 

about the field by showing researchers' activities together with statistical patterns alongside practical applications [17]. 

Figure 1 talks about the uses of Serverless Computing for different purposes, such as Research activity or to find statistical 

patterns.  
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Figure 1: Serverless computing uses 

 

Surveys function as fundamental information tools because they provide an extensive overview of the field to both 

researchers and practitioners who track both current and future industry needs. The serverless computing movement 

demonstrates continued growth in industrial usage since more organizations choose the paradigm for different 

applications [2]. 

 

III. DATA ANALYTICS DAG EXECUTION IN GCP 

 

Serverless computing solutions have become increasingly popular across commercial cloud platforms and open-source 

projects since they prove adaptable to different use cases. Serverless computing began life as a solution for event-

triggered stateless applications before its adoption for running DAG workflow-based data analytics applications [5]. 

Scientific workflows find an effective execution solution through serverless containers since these systems provide 

flexible and scalable cloud instance provisioning according to demand patterns [4].  

 

DevOps, together with Continuous Integration/Continuous Delivery (CI/CD) pipelines, use serverless computing in their 

approach to speed up the development of cloud-native applications [7]. Serverless computing offers excellent scale 

capabilities and flexibility, which drive many organizations to select this approach to manage their increasing internet 

service needs [11]. In serverless computing frameworks, the fundamental concept enables developers to build 

applications by writing code because infrastructure management is abstracted away from them [17].  

 

Serverless computing brings distinctive features that create both development problems and deployment solutions for 

serverless applications [16]. Learning both the external environment and inner workings of serverless solutions offers 

better possibilities to deploy them effectively for fulfilling computational requirements [7][8][9][14]. 

 

IV. DISCUSSION 

 

Scientific applications benefit from serverless computing, but several challenges, such as vendor lock-in and observability 

difficulties alongside performance-cost balances and distributed state management and caching requirements alongside 

tooling needs, continue to exist [12]. The successful implementation of serverless computing for scientific applications 

demands solutions to minimize vendor lock-in problems and enhance observability, along with better cost-performance 

optimization and easier state management systems.  
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When conducting serverless data analytics projects, workflow management plays a crucial role because it determines 

how tasks are executed in the system. Start by designing the DAG, which will break down the overall analytics procedure 

into individual components. Each serverless function needs to be implemented as its own individual function. 

 

The workflow orchestration tool (like Google Cloud Composer and Apache Airflow) enables users to build and handle 

the execution of the DAG. The specific implementation for individual functions depends on the particular data analytics 

objective, yet the core concept remains unchanged because code modularization should produce separate, independent 

functions that function independently of each other. Figure 2 shows the cost of serverless computing, which seems to be 

a cost-effective way to compute systems. 

 

 
 

Figure 2: Serverless Computing Cost Cycle 

 

The implementation of robust monitoring systems should include logs that enable staff to track DAG execution 

performance and progress points. Individual function execution tracking and logging enable administrators to find and 

resolve problems, maximize system performance, and guarantee reliable data analytics operation. 

 

The strategic application of these planned steps allows organizations to use serverless computing systems for running 

data analytics DAGs, which brings forth scalability, cost performance, and enhanced agility. The documentation shows 

existing issues with DAG parallel job management, which primarily revolve around accessibility difficulties, complicated 

cluster management requirements, provisioning challenges, and configuration issues [6]. 

 

Guiding analysis at a functional level provides organizations with precise resource deployment capabilities and 

resourceable code libraries combined with independent scalability features that optimize budget use and resource 

efficiency. The implementation of approximate computing techniques, such as precision reduction techniques or data 

down sampling and step skipping, helps minimize both costs and response times, but it may also cause prospective quality 

impacts [19]. Caching represents a proven efficiency enhancement method that prevents tasks from redoing work that 

has recently occurred [28,29]. 

 

Application efficiency increases in serverless computing through proactive reuse approaches because they combine 

similar concurrent functions and requests into a merged operation even before existing tasks finish [7, 30]. The function 

orchestration system should adopt a data-centric method that matches data processing instructions to the stream of 

information [19]. The correct data order processing, together with transformation, establishes an efficient system that 

minimizes data movement while optimizing computational performance [31,32]. 

 

For serverless computing development, developers have the capability to build event-driven applications by creating 

functional sets that perform logical tasks one at a time [18]. The workflow engine AWS Step Functions enables 

developers to link their functions and implement control logic [3].   
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V. CONCLUSION 

 

The second-generation approach of cloud technology seeks to ease programming stress through serverless computing 

technology, which helps developers and solution architects. The serverless market holds a projected value of $22 billion 

for the year 2024. Cloud programming becomes simpler through this solution because it enables users to acquire 

computing resources when needed and avoids the need for upfront financial commitments. Development teams dedicated 

to their business logic can focus on their work because the cloud provider takes charge of server provisioning 

responsibilities and maintenance tasks. 

 

Serverless computing includes various technologies that base their operations on the Functions as a Service production 

model. A user function activated in serverless computing gets deployed and executed from a single virtual environment 

known as a sandbox. The cloud environment receives the function source code and dependencies and keeps them ready 

for execution when triggers start the process. The developer configures predefined triggers that automatically invoke 

applications. The diverse range of events includes uploading files to storage cloud systems, triggering HTTP requests, 

and managing timer schedules. The abstraction toolkit simplifies operational complexity. Serverless computing is driven 

by the potential for computational reuse and approximate computing, which can significantly enhance the efficiency of 

serverless cloud systems from both the user's Quality of Service and the system's perspectives.  
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