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Abstract: This paper presents a literature review on the Biomarker discovery. The advent of omics technologies like 

genomics, proteomics, transcriptomics, and metabolomics helped the researchers to discover novel biomarkers that can 

be used to diagnose, predict, and monitor the progress of disease. A number of computational approaches like machine 

learning and deep learning have been developed to identify biomarkers by using omics data. The integration of different 

omics known as multi omics has also been used by researchers for biomarker discovery. This paper presents a 

comprehensive survey of the recent progress in the identification of biomarkers. 
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I. INTRODUCTION 

 

According to the NIH (U. S. National Institutes of Health), A biomarker is a characteristic that is objectively measured 

and evaluated as an indicator of normal biological processes, pathogenic processes, or pharmacologic responses to a 

therapeutic intervention[1]. Biomarkers can be found in tissue, blood, or other body fluids and can provide information 

about a variety of bodily functions and disease states. With the invent of precision medicine, molecular biomarkers have 

been extensively used for accurate diagnosis or prognosis. Biomarkers can be used clinically to screen for, diagnose, or 

monitor the activity of diseases and to guide molecularly targeted therapy or assess therapeutic response. Biomarkers can 

be classified based on different parameters. Biomarkers can be classified based on their characteristics, such as molecular 

biomarkers (DNA, RNA, genes, proteins, metabolites, etc.), image biomarkers (X-ray, computed tomography (CT), 

magnetic resonance images, positron emission tomographies, etc.).  

 

There are five types of biomarkers, including diagnostic biomarkers (determining disease presence or subtypes), 

prognostic biomarkers (identifying likelihood of a clinical event, disease recurrence or progression), predictive 

biomarkers (identifying individuals who are more likely than similar individuals without the biomarker), monitoring 

biomarkers (assessing disease status, medical condition), and safety biomarkers (indicating the likelihood, presence of 

toxicity). With the advent of high throughput technologies a high amount of omics data like genome, proteome 

transcriptome and metabolome have been created. The whole sequence of DNA in an organism, including all of its 

chromosomes, is referred to as a genome. The entire universe of proteins in the cell is called proteome. A transcriptome 

is a collection of mRNA, miRNA, and lncRNA molecules in which their sequence produced in a particular cell is called 

“transcriptome. The metabolome contains a complete collection of smallmolecule groups called metabolites, including 

carbohydrates, amino acids, sugars, and fatty acids. The omics data have been widely used to identify biomarkers for 

diagnosis and prognosis of diseases. Sometimes it is impossible to identify biomarkers using single type of omics data[2]. 

So integrated omics or multi-omics is required for the discovery of biomarkers. The integrated omics is complex and can 

be handled by computational methods like machine learning and deep learning approaches. Machine learning and deep 

learning can be applied to single omics and multi-omics data for biomarker identification. In machine learning, biomarker 

identification can be treated as feature selection or gene prioritization whereas diagnosis can be regarded as classification 

problem while prognosis can be treated as a regression or classification problem. Numerous machine-learning approaches 

have been proposed by researchers for the identification of biomarkers for diseases. In this survey, we present a 

comprehensive review of the identification of biomarkers with machine learning approaches. 

 

II. LITERATURE SURVEY 
 

 

In the past few years, a huge amount of omics data have been deposited into public databases with the advances in high-

throughput technologies, such as the Cancer Genome Atlas (TCGA), the Human Protein Alas (HPA), the Catalogue Of 

Somatic Mutations In Cancer (COSMIC). In recent years genomics and transcriptomics data are the most common omics 

data available in public databases due to the decrease in sequencing costs. Circular RNAs are identified as diagnostic 

markers in Hepatocellular carcinoma patients [3]. Long noncoding RNA (lncRNA) are recognized as diagnostic and 

prognostic markers in gastric cancer [4]. These omics resources are used to identify signatures for disease diagnosis and 

prediction. Sometimes, it is impossible to identify biomarkers using a single type of omics data [2]. Integrated omics data 

are used to identify diagnostic, prognostic, and predictive biomarkers is suggested in [5].  
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The identification of biomarkers can be regarded as a feature selection problem. The omics data have high dimensionality 

and noise which make it difficult to extract data from it. In machine learning, there are two methods used for 

dimensionality reduction, a) feature extraction and b) feature selection. Feature Extraction reduces the feature space of 

high dimensional multi-omics data to low dimensional feature space[6]. This low-dimensional feature space can be used 

for biomarker identification. The dimensionality reduction techniques can be classified into linear and non-linear 

approaches. There are different techniques for the extraction of features for integrated linear multi-omics data, including 

Principal Component Analysis (PCA) [7], Canonical Correlation Analysis (CCA)[8], and Nonnegative Matrix 

Factorization (NMF) [9]. PCA is used for dimensionality reduction for both single omics and multi-omics data, which is 

good for normal distributed data, and may fail to work if the data distribution is strongly skewed. CCA is used for 

detecting the correlation between two or more datasets by transforming distinct datasets into different new spaces so that 

these data can be maximally correlated. NMF is used for integrative analysis of multi-omics data with low dimensional 

representation of the original matrix. The nonlinear approaches for nonlinear integrative analysis of multi-omics data 

include kernel principle component analysis (KPCA) [10], kernel canonical correlation analysis (KCCA) [11], Locally 

Linear Embedding (LLE)[12], t-distributed Stochastic Neighbor Embedding (t-SNE) [13], and auto-encoders [14]. 

Feature extraction can return only a subset of features, but some relevant features need to be selected for biomarker 

identification, which is done using feature selection. Feature selection is a method of electing valuable and informative 

features by removing duplicate and noisy features. Feature selection techniques are of three types, including filter, 

wrapper, and embedded methods. Different filter method techniques include Pearson Correlation Coefficient (PCC), 

chisquare, t-test, and Analysis of Variance, which work by finding the correlation between the features and target variable. 

In biomarker identification, chi-square and t-test are used by various researchers to rank the differentially expressed genes 

and select the top-ranked genes. Different wrapper methods are Recursive Feature Elimination (RFE), Sequential Feature 

Elimination (SFE), and Genetic Algorithms. The embedded method combines the function of both the filter and wrapper 

methods. Once the biomarkers are identified using feature selection and extraction, they are passed to machine and deep 

learning algorithms for the classification of biomarkers. The complete workflow of biomarker identification using 

Machine learning and Deep learning is shown in the below figure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Workflow of Biomarker identification [15] 
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III. CONCLUSION 

 

The collection of different forms of omics data in the postgenomics period allows for the screening of specific markers 

for accurate diagnosis and prognosis, which is essential in personalized medicine. Unfortunately, identifying biomarkers 

from a large volume of omics data, particularly when there are complex interactions between molecules, is a difficult 

task. From the past research work, it is found that single type of data is not enough for identification of genes in patients. 

Therefore, multi-omics data is required for accurate discovery of markers and to guide treatment therapies based on the 

identified markers.  
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