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Abstract: The main purpose of this article is to find solutions to linear simultaneous equations using iterative methods. 

The iterative methods include the Jacobi and the Gauss-Seidel methods. 

A brief description of the Jacobi method and Gauss-Seidel method is done followed by its derivation and programming 

in MATLAB. A simple code for both Jacobi and Gauss-Seidel methods is given for understanding and knowledge. A 

question is solved by both methods and the answer for both is verified as well. 
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INTRODUCTION 

In mathematics, a system of linear equations is a system of two linear equations in two or three variables that are solved 

together to find a common solution to the equations.
[3]

 There are several ways to solve the system of linear equations: 

B. Elimination, substitution, graphing, etc. Iterative methods are also used to solve systems of linear equations. An 

iterative procedure is called convergent if the corresponding sequence of equations in the given initial approximation 

converges. An iterative process is a mathematical process. The iterative process generates a sequence from initial values 

to improve the approximate solution.
[1]

 

The Jacobi iteration algorithm is different from the Jacobi eigenvalue algorithm. The Jacobi method is named after Carl 

Gustav Jacob Jacobi. The Jacobi method is an iterative algorithm for finding solutions to diagonally dominant systems of 

linear equations.
[2]

 

The Gauss-Seidel method is also called the Liebmann method or the successive shift method. It is also one of the iterative 

methods used to solve systems of linear equations. The Gauss-Seidel method is named after the German mathematicians 

Carl Friedrich Gauss and Philipp Ludwig von Seidel.
[4]

 

Jacobi iteration and Gauss-Seidel iteration are almost identical. The only difference between the Jacobi method and the 

Gauss-Seidel method is that the value of the variable does not change until the next iteration in the Jacobi method, whereas 

the value of the variable does change in the Gauss-Seidel method. When a new value is calculated, it is stored as 

reversed.
[5]

 Both iterative methods are stationary methods.  

DERIVATION: 

Let's consider the system of equations having 4 unknowns: 

a11 x 1  + a12 x 2  + a13 x 3  + a14 x 4  = b 1  

a21 x 1  + a22 x 2  + a23 x 3  + a24 x 4  =b 2  

a31 x 1  + a32 x 2  + a33 x 3  + a34 x 4  = b 3  

a41 x 1  + a42 x 2  + a43 x 3  + a44 x 4  = b 4  

These equations will be written as, 
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x 1  = 1/a11  * [ b 1  - a12 x 2  - a13 x 3  -a14 x 4  ] 

x 2  = 1/a22  * [ b 2  - a21 x 1  - a23 x 3  - a24 x 4  ] 

x 3  = 1/a33  * [ b 3  - a31 x 1  - a32 x 2  - a34 x 4  ] 

x 4  = 1/a44  * [ b 4  - a41 x 1  - a42 x 2  - a44 x 3  ] 

Thus, the variables are expressed in terms of other variables so, Now, Let: 

x 1
(𝑘)

 = Value of x 1  in 'k'𝑡ℎ  iteration; 

similarly, x 2
(𝑘)

 , x 3
(𝑘)

 , x 4
(𝑘)

 values in 'k'th iterations. 

Now let, 

x 1
(𝑘+1)

 , x 2
(𝑘+1)

 , x 3
(𝑘+1)

 ,  x 4
(𝑘+1)

 be the values of those variables in next  

[(k+1)th] iteration, then equation gives values of the variable in next iteration.  

The next iteration will be: 

x 1
(𝑘+1)

 = 1/a11  * [ b 1  - a12 x 2
(𝑘)

 - a13 x 3
(𝑘)

 - a14 x 4
(𝑘)

 ] 

x 2
(𝑘+1)

 = 1/a22  * [ b 2  - a21 x 1
(𝑘)

 - a23 x 3
(𝑘)

 - a24 x 4
(𝑘)

 ] 

x 3
(𝑘+1)

 = 1/a33  * [ b 3  - a31 x 1
(𝑘)

 - a32 x 2
(𝑘)

 - a34 x 4
(𝑘)

 ] 

x 4
(𝑘+1)

 = 1/a44  * [ b 4  - a41 x 1
(𝑘)

 - a42 x 2
(𝑘)

 - a43 x 3
(𝑘)

 ] 

Normally we start at k = 0, which will be the 1st Iteration. 

So, the initial values are taken as:  

x 1
(0)

 = x 2
(0)

 = x 3
(0)

 = x 4
(0)

 = 0   

to obtain values in the next iteration. 

This system can be extended to more unknowns on the same lines. 

The Derivation is same for the Gauss Seidel Method, only in every iteration, the solution is calculated with the latest 

values.
[7]

  

In Gauss Seidel method, 

When we calculate x2
(𝑘+1)

, the value of x1
(𝑘+1)

 can be used. Similarly, to calculate x4
(𝑘+1)

 the value of x1, x2, 

x3 can be used from present [(k+1)𝑡ℎ ] iteration only. 

So, for Gauss Seidel Method the values will be: 

x1
(𝑘+1)

 = 1/a11  * [ b1 - a12 x 2
(𝑘)

 - a13 x 3
(𝑘)

 - a14 x 4
(𝑘)

 ] 

x2
(𝑘+1)

 = 1/a22  * [ b2 - a21 x 1
(𝑘+1)

 - a23 x 3
(𝑘)

 - a24 x 4
(𝑘)

 ] 

x3
(𝑘+1)

 = 1/a33  * [ b3 - a31 x 1
(𝑘+1)

 - a32 x 2
(𝑘+1)

 - a34 x 4
(𝑘)

 ] 

x4
(𝑘+1)

 = 1/a44  * [ b4 - a41 x 1
(𝑘+1)

 - a42 x 2
(𝑘+1)

 - a43 x 3
(𝑘+1)

 ] 
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Before proceeding for the solution always it is checked that all the diagonal elements are dominant i.e., 

a11 , a22 , a33 , ........, a(𝑛𝑚)  are as far as possible higher than the other elements of their respective columns. This 

can be said as Partial Pivoting.
[8]

 

 JACOBI METHOD IN MATLAB:  

% Jacobian Method % 

A=input ('Enter Coefficient Matrix A: '); 

B=input ('Enter Matrix B:'); 

P=input ('Enter initial Guess Vector:'); 

n=input ('Enter number of iterations:'); 

N=length(B); 

X=zeros(N,1); 

for j=1: n 

for i=1: N 

X(i)=(B(i)/A(i,i)) - (A (i,[1: i-1, i+1: N]) *P ([1: i-1, i+1: N]))/A(i,i); 

End 

fprintf('Iteration No %d\n', j) 

X 

P=X; 

end 

 

OUTPUT: 

Enter Coefficient Matrix A:  

[4 1 2; 1 3 1; 1 2 5] 

Enter Matrix B: 

[16 ; 10; 12] 

Enter initial Guess Vector: 

[0; 0; 0] 

Enter number of iterations: 

5 

Iteration No 1 

 

X = 

 

 4.0000 

 3.3333 
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 2.4000 

 

Iteration No 2 

 

X = 

 

 1.9667 

 1.2000 

 0.2667 

 

Iteration No 3 

 

X = 

 

 3.5667 

 2.5889 

 1.5267 

 

Iteration No 4 

 

X = 

 

 2.5894 

 1.6356 

 0.6511 

 

Iteration No 5 

 

X = 

 

 3.2656 

 2.2531 

 1.2279 

 

GAUSS SEIDEL METHOD IN MATLAB : 

%Gauss-Seidel Method in MATLAB 

A=input ('Enter Coefficient Matrix A: '); 

B=input ('Enter Matrix B:'); 

P=input ('Enter initial Guess Vector:'); 

n=input ('Enter number of iterations:'); 

e=input ('Enter Your Tolerance:') 

N=length(B); 

X=zeros(N,1); 

for j=1: n 

for i=1: N 

X(i)=(B(i)/A(i,i)) - (A (i,[1: i-1, i+1: N]) *P ([1: i-1, i+1: N]))/A(i,i); 

P(i)=X(i); 
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end 

fprintf('Iteration No %d\n', j) 

X 

end 

  

OUTPUT: 

Enter Coefficient Matrix A:  

[4 1 2; 1 3 1; 1 2 5] 

Enter Matrix B: 

[16; 10; 12] 

Enter initial Guess Vector: 

[ 0; 0; 0] 

Enter number of iterations: 

5 

Enter Your Tolerance: 

0.001 

 

e = 

 

 1.0000e-03 

 

Iteration No 1 

 

X = 

 

 4.0000 

 2.0000 

 0.8000 

 

Iteration No 2 

 

X = 

 

 3.1000 

 2.0333 

 0.9667 

 

Iteration No 3 

 

X = 

 

 3.0083 

 2.0083 

 0.9950 
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Iteration No 4 

 

X = 

 

 3.0004 

 2.0015 

 0.9993 

 

Iteration No 5 

 

X = 

 

 3.0000 

 2.0002 

 0.9999 

 

EXAMPLES : 

Q1. Solve the following system of equations using Jacobi's Iteration method.
[9]

 

x 1  + 2x 2 + 5x 3  = 12 

4x 1  + x 2  + 2x 3  = 16  

x 1  + 3x 2  + x 3  = 10 

  

Solution: Here there is the need of performing Pivoting. Hence rearrange equations such that diagonal elements are 

dominant. 

The equations arranged will be: 

4x 1  + x 2  + 2x 3  = 16 

x 1  + 3x 2  + x 3  = 10 

x 1  + 2x 2  + 5x 3  = 12 

NOW, 

x 1
(𝑘+1)

 = 1/4 * [ 16 - x 2
(𝑘)

 - 2x 3
(𝑘)

 ] 

x 2
(𝑘+1)

 = 1/3 * [ 10 - x 1
(𝑘)

 - x 3
(𝑘)

 ] 

x 3
(𝑘+1)

 = 1/5 * [ 12 - x 1
(𝑘)

 - 2x 2
(𝑘)

 ] 

ITERATION NO. 1: Let k = 0 in the iterative equations and take  

x 1
(0)

 = x 2
(0)

 = x 3
(0)

 = 0 as initial solution. 

Therefore, we get, 

x 1
(1)

 = 1/4 * [ 16 - x 2
(0)

 - 2x 3
(0)

 ] = 4 

x 2
(1)

 = 1/3 * [ 10 - x 1
(0)

 - x 3
(0)

 ] = 10/3 = 3.3333 
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x 3
(1)

 = 1/5 * [ 12 - x 1
(0)

 - 2x 2
(0)

 ] = 12/5 = 2.4 

ITERATION NO. 2: Here k = 1 and the values obtained in ITERATION NO. 1 will be used. 

Therefore, we get, 

x 1
(2)

 = 1/4 * [ 16 - x 2
(1)

 - 2x 3
(1)

 ] = 1.9667 

x 2
(2)

 = 1/3 * [ 10 - x 1
(1)

 - x 3
(1)

 ] = 1.2 

x 3
(2)

= 1/5 * [ 12 - x 1
(1)

 - 2x 2
(1)

 ] = 0.2667 

ITERATION NO. 3: Here k = 2 and the values obtained in ITERATION NO. 2 will be used. 

Therefore, we get, 

x 1
(3)

 = 1/4 * [ 16 - x 2
(2)

 - 2x 3
(2)

 ] = 3.56667 

x 2
(3)

 = 1/3 * [ 10 - x 1
(2)

 - x 3
(2)

 ] = 2.58889 

x 3
(3)

 = 1/5 * [ 12 - x 1
(2)

 - 2x 2
(2)

 ] = 1.526667 

ITERATION NO. 4: Here k = 3 and the values obtained in ITERATION NO. 3 will be used. 

Therefore, we get, 

x 1
(4)

 = 1/4 * [ 16 - x 2
(3)

 - 2x 3
(3)

 ] = 2.58944 

x 2
(4)

 = 1/3 * [ 10 - x 1
(3)

 - x 3
(3)

 ] = 1.635556 

x 3
(4)

 = 1/5 * [ 12 - x 1
(3)

 - 2x 2
(3)

 ] = 0.65111 

ITERATION NO. 5: Here k = 4 and the values obtained in ITERATION NO.4 will be used. 

Therefore, we get, 

x 1
(5)

 = 1/4 * [ 16 - x 2
(4)

 - 2x 3
(4)

 ] = 3.26556 

x 2
(5)

 = 1/3 * [ 10 - x 1
(4)

 - x 3
(4)

 ] = 2.253146 

x 3
(5)

 = 1/5 * [ 12 - x 1
(4)

 - 2x 2
(4)

 ] = 1.217887 

  

Therefore, after 5 iterations we can conclude that the approximate values which can be called the actual values of x 1  

, x 2  , x 3  are: 

x 1  = 3  

 x 2  = 2  

 x 3  = 1 

  

Q2. Solve the following system of equations using Gauss Seidel Iteration method.
[10]

 

x 1  + 2x 2 + 5x 3  = 12 
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4x 1  + x 2  + 2x 3  = 16  

x 1  + 3x 2  + x 3  = 10 

 Solution: Here there is the need of performing Pivoting. Hence rearrange equations such that diagonal elements are 

dominant. 

The equations arranged will be: 

4x 1  + x 2  + 2x 3  = 16 

x 1  + 3x 2  + x 3  = 10 

x 1  + 2x 2  + 5x 3  = 12 

NOW, 

x 1
(𝑘+1)

 = 1/4 * [ 16 - x 2
(𝑘)

 - 2x 3
(𝑘)

 ] 

x 2
(𝑘+1)

 = 1/3 * [ 10 - x 1
(𝑘)

 - x 3
(𝑘)

 ] 

x 3
(𝑘+1)

 = 1/5 * [ 12 - x 1
(𝑘)

 - 2x 2
(𝑘)

 ] 

ITERATION NO. 1: Let k = 0 in the iterative equations and take  

x 1
(0)

 = x 2
(0)

 = x 3
(0)

 = 0 as initial solution. 

Therefore, for x1, 

x 1
(1)

 = 1/4 * [ 16 - x 2
(0)

 - 2x 3
(0)

 ] = 4 

and now as it is Gauss Seidel Method, we will use x 1  value for calculating x 2  and x 1  & x 2  value for 

calculating x3. 

So, 

x 2
(1)

 = 1/3 * [ 10 - x 1
(1)

 - x 3
(0)

 ] = 2 

x 3
(1)

 = 1/5 * [ 12 - x 1
(1)

 - 2x 2
(1)

 ] = 1.3333 

ITERATION NO. 2: Here k = 1, Therefore we get, 

x 1
(2)

 = 1/4 * [ 16 - x 2
(1)

 - 2x 3
(1)

 ] = 2.83335 

x 2
(2)

 = 1/3 * [ 10 - x 1
(2)

 - x 3
(1)

 ] = 1.94445 

x 3
(2)

 = 1/5 * [ 12 - x 1
(2)

 - 2x 2
(2)

 ] = 1.05555 

ITERATION NO. 3: Here k = 2, Therefore we get,  

x 1
(3)

 = 1/4 * [ 16 - x 2
(2)

 - 2x 3
(2)

 ] = 2.9861125 

x 2
(3)

 = 1/3 * [ 10 - x 1
(3)

 - x 3
(2)

 ] = 1.9861125 

x 3
(3)

 = 1/5 * [ 12 - x 1
(3)

 - 2x 2
(3)

 ] = 1.0083325 

ITERATION NO. 4: Here k = 3, Therefore we get, 

x 1
(4)

 = 1/4 * [ 16 - x 2
(3)

 - 2x 3
(3)

 ] = 2.999305625 
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x 2
(4)

 = 1/3 * [ 10 - x 1
(4)

 - x 3
(3)

 ] = 1.997453958 

x 3
(4)

 = 1/5 * [ 12 - x 1
(4)

 - 2x 2
(4)

 ] = 1.00116 

ITERATION NO. 5: Here k = 4, Therefore we get, 

x 1
(5)

 = 1/4 * [ 16 - x 2
(4)

 - 2x 3
(4)

 ] = 3.000056511 

x 2
(5)

 = 1/3 * [ 10 - x 1
(5)

 - x 3
(4)

 ] = 2.00 

x 3
(5)

 = 1/5 * [ 12 - x 1
(5)

 - 2x 2
(5)

 ] = 1.00 

 After Iterations we can conclude that the values of x 1  , x 2  , x 3  after rounding off to the nearest Number are: 

x 1  = 3 

 x 2  = 2  

x 3  = 1 

 Solving the same question using Jacobi iteration Method and Gauss Seidel Method, the values of x 1  , x 2  , x 3  

happen to be almost the same to the very nearest decimal. Hence rounding off the values calculated by both the methods 

is the same. 

RESULT: 

Both methods are simple to solve. Codes are easier to perform in MATLAB. The values found by the OUTPUT of the 

program performed in MATLAB have been matched with the values calculated theoretically. The program and 

calculations are done up to 5 iterations to verify answers correct to one decimal point. We can perform up to ‘n’ number 

of iterations as per the choice. 

The rounded off values to the nearest number after 5 iterations by the Jacobi method and the Gauss-Seidel method are: 

x 1 =3; x 2 =2; x 3 =1  

We also got the same value after performing in MATLAB, hence verifying the values of x 1 , x 2  and x 3 .  

Result Table (Jacobi Method): 

Iteration No. k x 1  x 2  x 3  

1 0 4 3.3333 2.4 

2 1 1.9667 1.2 0.2667 

3 2 3.56667 2.58889 1.526667 

4 3 2.58944 1.635556 0.651111 

5 4 3.26556 2.253146 1.217887 

 

Result Table (Gauss-Seidel Method): 

Iteration No. k x 1  x 2  x 3  

1 0 4 2 1.3333 

2 1 2.83335 1.94445 1.05555 

3 2 2.9861125 1.9861125 1.0083325 

4 3 2.999305625 1.997453958 1.00116 

5 4 3.000056511 2.00 1.00 
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CONCLUSION 

The Jacobi method is based on solving every variable locally with respect to the other variables. One iteration of the 

method corresponds to solving for every variable once. The resulting method is easy to understand and implement, but 

convergence is slow. 

The Gauss Seidel method is like the Jacobi method, except that it uses the latest values as soon as they are calculated. In 

general, the Gauss Seidel method converges faster than the Jacobi method, though still relatively slowly. 

Less number of Iterations are required in Gauss Seidel Method as compared to Jacobi Method to calculate and obtain 

the values correct to one decimal place. 

The Gauss Seidel Method gives more finite values than the Jacobi Method. 
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