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Abstract:  In today’s biomedical research and diagnosing field it is well known that MRI stands still the best option for 

identifying many internal body problems. Among all those applications this paper concentrates on Brain MRI scanning. 

Because MRI place very vital role in diagnosing the brain tumor. Since MRI can create more accurate and detailed 

pictures of body anatomy rather than computerized tomography (CT). But MRI images are normally suspected to some 

of the noises such as Gaussian noise and Poisson noise. Hence it is very much required to pre-process them before 

going for clustering.  
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1. INTRODUCTION 

 

MRI scanning stands best solution for detecting various types of tumors as of now. MRI uses magnetic waves in order 

to get the exact picture of internal body parts by scanning. Also this MRI can be utilized to measure the size of brain 

tumors. For this purpose, it is necessary to inject special dye to the patient’s vein before scanning to produce very clear 

picture or this can be given in pill form or in liquid form to swallow. MRI produces 3D anatomical view of brain thus it 

helps the radiologist to analyze and diagnose the problem. Apart from these benefits, some of the pre-processing 

techniques must be included to MRI images to get rid of some noises like Gaussian noise and Poisson noise upon using 

appropriate filters after that these MRI brain images are subjected to brain skull extractor process, that means removing 

the redundant features like skull, scalp, eyes and other unnecessary structures which doesn’t contain any useful 

information but just consumes more processing time and thus reduces the processing speed. For this purpose the BSE 

technique is included to effectively suppress the unnecessary information from our region of interest. 

 

2. GAUSSIAN NOISE 

 

White noise is a term for Gaussian noise. Gaussian noise is also known as Gaussian distribution because it is one of the 

statistical noises with a probability density function (PDF) that is equivalent to the normal distribution. The uniform 

distribution of Gaussian noise throughout the signal is a distinguishing feature. 

The pixels in these noise-corrupted pixels are frequently a mix of their original pixel values and random Gaussian noise 

values. As a result, the probability distribution function of this Gaussian noise takes on the shape of a bell. 

The Probability distribution function 𝜌 of a Gaussian variable Z is given by 

Ρ𝐺(𝑍) =  
1

𝜎√2𝜋
 𝑒

−(𝑍−𝜇)2

2𝜎2  

Where ‘Z’ denotes the grey level 

 ‘𝜇’ denotes the mean grey value 

 ‘𝜎’ represents Standard Deviation 

Among Gaussian noise, white Gaussian noise is one special case where the values of noise at any pair of time is 

identically distributed and then they are statistically independent of each other thus it is uncorrelated. 

It is possible to reduce Gaussian noise while retaining edges using the wiener filter. The wiener filter is a type of linear 

digital filter that is used to reduce noise from images or signals. A typical pre-processing procedure to improve the 

results of later processing is noise reduction (for example, edge detection on an image). Wiener filtering is frequently 

employed in digital image processing because it keeps edges while reducing noise under certain conditions. 
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3. FILTERING 

 

Image processing is used to eliminate noise, which causes errors in the image. The presence of noise causes the image's 

information to be disrupted. This noise information can be introduced for a variety of causes, including acquisition 

process due to camera quality and restoration, acquisition situation, such as lighting level, calibration, and positioning, 

or scene environment. Image processing includes noise reduction. To reduce noise from the poor image, a digital filter 

[1][3] is deployed. Because any image noise might cause major problems, any noise in the image should be eliminated. 

Unwanted information appears as noise, which is an unwanted signal. As a result, the image that is contaminated by 

noise is damaged, and different filters, such as linear or nonlinear filters, are employed to filter the noise and also to 

enhance the image [4]. 

There are three main processes to designing digital filters: 

(i)  Specifying the necessary system features,  

(ii) Approximating these requirements with a causal discrete time system, and  

(iii) Realizing the system with finite precision arithmetic [2]. 

Norbert Wiener proposed the Wiener filter in 1942 as an optimum linear filter. It looks for a linear time-invariant filter 

whose output is as similar to the original signal as possible. To put it another way, the goal is to reduce the MSE 

between the expected noise-free signal and the actual output signal. The Wiener filter is based on the assumption that 

the input consists of the sum of useful signals and noise, both of which are generalized stationary processes with 

established second-order statistical properties. As a result, it is not adaptable and is always used in the frequency 

domain. 

Formally, let f(x, y) be the input image and g(x, y) be the degraded image with some point-spread function H(x, y) and 

additive noise η(x, y). So, in the spatial domain, the blurred image is 

𝑔𝑥,𝑦  =  𝐻(𝑥,  𝑦)  ∗ 𝑓(𝑥,  𝑦) + 𝜂(𝑥,  𝑦)       (1) 

where ∗ means two-dimensional convolution,  

𝐻(𝑥,  𝑦) = blurring function 

η(x, y) =  additive noise  and it is often refers to Gauss white noise, uniform noise, etc.  

The Wiener filter interprets image and noise as random processes, with the goal of finding an estimate 𝑓 of the original 

image f(x, y) with the least amount of MSE. 

𝐹𝑢,𝑣 = 𝐻 ∗ (𝑢, 𝑣) 𝐻(𝑢, 𝑣) 2 + (
𝑆𝜂(𝑢, 𝑣)

𝑆𝑓(𝑢, 𝑣)
)       (2) 

Where H∗(u, v) = complex conjugate of H(u, v),  

Sη(u, v) =  power spectrum of the noise, and  

Sf(u, v) = power spectrum of the original image.  

If (Sη (u, v) / Sf (u, v)) is larger, then the Wiener filter becomes smaller, hence the frequency will be ignored [5]. 

 

3.1 Wavelet Transformation 

Wavelet de-noising is a technique for removing noise from a wide range of data, including one-dimensional signals 

(such as EEG) and two-dimensional signals (such as MRI images). This method is easy to use and it has been shown to 

be successful in images de-noising [6]. Because typical noises like Gaussian white noise do not correlate with wavelets, 

the energy recovered by employing the wavelet transform frequently centers on large coefficients, which correspond to 

the majority of the original signal. As a result, wavelet coefficients with large amplitudes are often necessary signals, 

whereas wavelet coefficients with modest amplitudes are typically noise. Wavelet thresholding is the most frequent 

approach for decreasing noise in image because of these above features. 

 

3.2 Evaluation Methods 

The performance of different images denoising algorithms examined in two different ways, one is objective and another 

one is subjective. The original image and the denoised image are visually compared with bare eyes; this method is 

termed as subjective assessment technique. An indicator is used to measure denoising performance using the objective 

assessment approach. The mean square error (MSE) and peak signal-to-noise ratio are used as objective assessment 

metrics (PSNR).The mean square error (MSE) is calculated as follows: 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑌𝑖 − 𝑌𝑖̂)

2𝑛
𝑖=1                   (13) 

Where MSE is Mean squared error 

N = number of data points 

𝑌𝑖 = Observed values 

𝑌𝑖̂ = Predicted value  

The peak signal-to-noise ratio (PSNR) is computed as follows: 

𝑃𝑆𝑁𝑅 = 10  ∗  𝑙𝑜𝑔 (
𝐿2

𝑀𝑆𝐸
)           (14) 
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where L denotes the maximum gray-scale value of the pixels in an image. Here, L = 255. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Original image (b) noisy image (c) Weiner filter 

 

4. MORPHOLOGICAL OPERATIONS 

 

Image processing including noise suppression, feature extraction, edge detection, image segmentation, shape 

recognition, texture analysis, image restoration and reconstruction, image compression etc. uses mathematical 

morphology which is a method of nonlinear filters [7]. Morphological operators have been employed in image 

processing and are well-known for their ability to preserve the contour of a signal while reducing noise. Image 

morphology allows algorithms to include information about the surrounding area and distance. In mathematical 

morphology, the basic notion is to convolve a picture with a specific mask called as the structural element and then 

binaries the result using a defined function. The convolution mask and binarization function to utilise are determined by 

the morphological operator. Shrink or enlarge a binary picture using repeated neighbourhood modifications or 

"mathematical morphology," as developed by G. Matheron and J. Serra [8] enables image processing according on its 

form. Morphological operations can be thought of as shape filters that eliminate information from a picture depending 

on the shape of the image's objects and how they relate to the shape of the filter, leaving just the information of interest 

in the image. Erosion and dilation are the two basic morphological operators; opening and closure are two derived 

operations in terms of erosion and dilation [9]. 

Morphology refers to a group of image processing methods that work with pictures depending on their forms. 

Morphological operations apply a structuring element to an input picture and produce a similar-sized output image. The 

value of each pixel in the output picture is determined by comparing the matching pixel in the input image with its 

neighbours in a morphological process. Dilation and erosion are the most fundamental morphological activities. In a 

picture, dilation adds pixels to object borders, whereas erosion removes pixels from object boundaries. The size and 

shape of the structuring element used to process the picture determines the amount of pixels added or deleted from the 

objects in the image. The state of every given pixel in the output picture is defined by applying a rule to the relevant 

pixel and its neighbours in the input image in the morphological dilation and erosion procedures. The rule used to 

process the pixels defines the operation as dilation or erosion.  

 

4.1 Erosion 

The erosion process is as same as dilation, but the pixels are converted to 'white', not 'black' [10]. The counterpart of 

dilation is erosion. If dilatation enlarges a picture, erosion contracts it. The structural element determines how the image 

is downsized. With a 3 × 3 size, the structural element is usually smaller than the picture. When compared to bigger 

structuring-element sizes, this will result in quicker computing time. The erosion process, which is comparable to 

dilatation, will shift the structural element from left to right and top to bottom. 
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The algorithm will seek for a complete overlap with the structuring element at the centre location, which is represented 

by the centre of the structuring element. If there is no complete overlap, the centre pixel specified by the structural 

element's centre will be set to white or 0. The minimum value of all pixels in the vicinity is the value of the output 

pixel. A pixel in a binary picture is set to 0 if any of its neighbours contain the value 0. Only substantial items remain 

after morphological erosion eliminates floating pixels and thin lines. The remaining lines get thinner, and the forms 

become smaller. 

 

4.2 Dilation  

Dilation is the process of expanding a binary picture from its initial geometry. The structural element determines how 

the binary image is enlarged. This structuring element is smaller than the picture itself, and the standard size for the 

structuring element is 3 × 3. 

The structuring element is mirrored and moved from left to right and from top to bottom, and the process will seek for 

any overlapping comparable pixels between the structuring element and the binary picture at each shift, similar to the 

convolution process. If there exists an overlapping then the pixels under the center position of the structuring element 

will be turned to 1 or black. The maximum value of all pixels in the vicinity is the value of the output pixel. A pixel in a 

binary picture is set to 1 if any of its neighbors contain the value 1. Morphological dilatation increases the visibility of 

things and fills in tiny gaps. Fill forms seem bigger and lines appear thicker. The dilated picture then merges with the 

reduced-intensity input image (0.03 of its original intensity value). 

 

CONCLUSION 

 

MRI is very convenient for brain tumor detection as it can be visualized in 4 different modalities. Apart from these 

advantages MRI usually suffers from additional noises like Gaussian noise and Poisson noise. Hence it is very much 

necessary to remove all those additional noises to extract our region of interest without losing any of the crucial 

parameters. Because of this reason, preprocessing (i.e., denoising and morphological operations) place major role in 

MRI imaging before clustering and segmentation. 
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