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Abstract: In the present generation, social media is a big advantage for an individual to grow. On the other hand, we 

can’t neglect the fact that the it’s a huge platform for negativity too. With the rapid progress of recent years, techniques 

that generate and manipulate multimedia content can now provide a very advanced level of realism. The boundary 

between real and synthetic media has become very thin. On the one hand, this opens the door to a series of exciting 

applications in different fields such as creative arts, advertising, film production, video games. On the other hand, it poses 

enormous security threats. Software packages freely available on the web allow any individual, without special skills, to 

create very realistic fake images and videos. These techniques can be used to manipulate public opinion regarding 

anything and create chaos. In this paper, we would like to overview few major facts and figures regarding exceeding 

image forgery techniques that exists and propose a better way on how to detect these forgeries and fakes. 
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I. INTRODUCTION 

Fake multimedia has become a huge problem in recent years since the development of many image processing and deep 

learning tools. With these tools, creating realistic so-called deep fakes and fake media is very much easy. These fake 

images are used to manipulate public opinion by fake news campaigns and also can be used for malicious purposes, 

like creating fake porn videos to blackmail people. Due to this, people are losing faith in journalism. Some fakes are easy 

to identify since they are made for fun and includes famous personalities. However, verifying digital integrity becomes 

much more difficult if the video portrays a less known person and only the manipulated version is publicly available. 

This scenario takes place, for example, if the attacker films a new video on his own, with a collaborative actor whose 

face is eventually replaced by the face of the targeted person. Governmental bodies, enforcement agencies, the news 

industry, and also the man in the street are becoming acutely aware of the potential menace carried by such a technology. 

The scientific community is asked to develop reliable tools for automatically detecting fake multimedia. Image 

manipulation has been carried out since photography was born2, and powerful image/video editing tools, such as 

Photoshop® After Effects Pro®, or the open-source software GIMP, have been around for a long time. Using such 

conventional tools images can be easily modified, obtaining realistic results that can fool even a careful observer. In the 

literature survey below, many method have been proposed to detect these fakes and forgeries. Every image and video is 

characterized by numerous features. which depend on the different phases of its digital history: from the very same 

acquisition process, to the internal camera processing (e.g., demosaicing, compression), to all external processing and 

editing operations. Digital manipulations tend to modify such features, leaving a trail of clues which, although invisible 

to the eye, can be exploited by pixel-level analysis tools. Instead, semantic integrity is violated when the media asset 

under analysis conveys information which is not coherent with the context or with evidence coming from correlated 

sources. For example, when objects are copy-pasted from images available on the web, several near-identical copies can 

be detected, suggesting a possible manipulation. Moreover, by identifying the connections among the various versions 

of the same asset, it is possible to build its manipulation history. Despite the continuous research efforts and the numerous 

forensic tools developed in the past, the advent of deep learning is changing the rules of the game and asking multimedia 

forensics for new and timely solutions. This phenomenon is also causing a strong acceleration in multimedia forensics 

research, which often relies itself on deep learning. 

 

II. LITERATURE SURVEY 

 

[1] Quantization is the critical step in lossy compression which maps the DCT coefficients in an irreversible way under 

the quantization constraint set (QCS) theorem. In this paper, they first derive that a doubly compressed image no longer 

follows the quantisation constraint set (QCS) theorem and then propose a novel quantization noise model to characterize 

single and doubly compressed images. In order to detect double compression forgery, they further propose to 

approximate the uncompressed ground truth image using image restoration techniques. In this paper, they conduct a 

series of experiments to demonstrate the validity of the proposed quantization noise model and also the effectiveness of 
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the forgery detection method with the proposed image restoration techniques double compression forgeries. They have 

shown that the proposed quantization noise model indeed characterizes the change on compression characteristics before 

and after recompression and have justified the effectiveness of the proposed model with promising experimental results. 

The contributions of this work include a theoretical and content-independent model is proposed to detect double 

compression forgeries and the image restoration techniques are adopted to resolve the practical forgery detection 

problem. Using this restoration perspective, many other image acquisition properties could also be involved in this 

framework. In addition, the proposed approach can successfully locate the forged region as small as 8x8 block, either 

with aligned or misaligned block boundary cases. With these advantages, we believe the proposed model could also be 

combined with other existing forensic features to solve more complex forgery problems on compressed images. 

 

To verify the robustness of the proposed quantization noise model, here they first assume that the un-quantized ground 

truth images are available during the forgery detection. They also compare with two existing approaches i.e., through 

measuring inconsistencies of blocking artifacts and exposing digital forgeries from JPEG, where the 1st method relies 

on estimation of primary quantization table and the 2nd method relies on exhaustively recompressing the test image 

using every possible primary quality factor, and both are able to locate forged regions. In order to have a fair comparison, 

here they assume the primary quantization table and quality factor are known. In this experiment, each image size is 

1024x1024. They first crop a sub image with size 480x480 and compress this sub image with JPEG quality factor 1 QF. 

Next, they copy this compressed sub image back into the original raw image and then compress the spliced image with 

JPEG quality factor 2 QF. We test 500 images for each quality setting 1 QF and 2 QF and derive a ROC curve for each 

test image. Fig. 7 shows the averaged ROC curve when 1 QF equals to 50. The proposed quantization noise model 

achieves high performance in detecting the copy-paste-recompression forgery. Using their proposed framework, they 

approximate a reliable ground truth image and apply it to forgery detection. This paper shows a compressed image 

before image restoration, and also shows the difference between a compressed image with quality factor 80 and its 

restored result. The artifacts around block boundaries are now eliminated and the image details are also enhanced. This 

paper also shows the detection result, where the forged region is first compressed with quality factor 50 and then 

recompressed with quality factor 80. They also indicate the posterior map, where the forged region is clearly identified. 

 

[2] Copy-move forgery is one of the most commonly used manipulations for tampering digital images. Key point-based 

detection methods have been reported to be very effective in revealing copy-move evidence due to their robustness 

against various attacks, such as large-scale geometric transformations. However, these methods fail to handle the cases 

when copy-move forgeries only involve small or smooth regions, where the number of key points is very limited. To 

tackle this challenge, in this paper they propose a fast and effective copy-move forgery detection algorithm through 

hierarchical feature point matching. They first show that it is possible to generate a sufficient number of key points that 

exist even in small or smooth regions by lowering the contrast threshold and rescaling the input image. We then develop 

a novel hierarchical matching strategy to solve the key point matching problems over a massive number of key points. 

To reduce the false alarm rate and accurately localize the tampered regions, they further propose a novel iterative 

localization technique by exploiting the robustness properties (including the dominant orientation and the scale 

information) and the color information of each key point. Extensive experimental results are provided to demonstrate 

the superior performance of their proposed scheme in terms of both efficiency and accuracy. 

 

[3] In Recent years, Representation learning as one of the information extraction and data mapping methods in machine 

learning systems have received huge attention. Artificial deep neural networks are considered as one of the basic 

structures capable of representation learning. However, a large number of standard representations learning methods are 

supervised and requires a lot of labelled data. In this paper, they introduce an unsupervised representation learning by 

designing and implementing deep neural networks (DNNs) in combination with Generative Adversarial Networks 

(GANs). The main idea behind the proposed method, which causes the superiority of this method over others is 

representation learning via the generative models and encoder networks altogether. In this research, encoders are utilized 

in addition to the generative models to help the more features to be extracted. It is shown that the proposed method not 

only help feature extraction but accelerate and improve the performance of the learning in GANs which lead to better 

feature extraction. The results confirm the superiority of the proposed approach regarding classification accuracy by 2% 

to 6% improvement over other unsupervised feature learning methods. This paper introduced a representation learning 

method called Regularised Deep Convolution GAN (RDCGAN). Although Deep Convolution GAN (DCGAN)s achieve 

acceptable accuracy, they have still some forms of instability during training. RDCGAN sparked from Mode 

Regularized GANs gives evidence that using more feature maps not only can dramatically approve the model 

performance as a representation learning method for supervised tasks but also can stabilize mode in GANs. They also 

noticed that using reconstruction error can show a meaningful error curve corresponding to the generated images quality. 
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[4] Generative adversarial network (GAN) is a powerful generative model. However, it suffers from two key problems 

which are convergence instability and mode collapse. Recently, progressive growing of GANs for improving quality, 

stability and variation (PGGAN) is proposed to better solve these two problems. Although the performance of PGGAN 

is good on these two problems, it is still not satisfied on mode collapse problem. In this paper, they propose a new 

architecture based on PGGAN called D2PGGAN to better solve the mode collapse problem. The key idea consists of 

one generator and two different discriminators in PGGAN. With the fact that GAN is the analogy of a minimax game, 

the proposed architecture is as follows. The generator (G) aims to produce realistic looking samples to fool both of two 

discriminators. The first discriminator (D1) rewards high scores for samples from the data distribution, while the second 

one (D2) favour sample from the generator conversely. Specifically, a novel loss function is designed to optimize the 

proposed D2PGGAN. Extensive experiments on CIFAR-10 and CIFAR-100 datasets demonstrate that the proposed 

method is effective and obtains the highest inception scores compared with others state-of the-art GANs. In this paper, 

they also project light towards the fact that some inception scores of the others GANs are different from the original 

papers in which they use chainer but not TensorFlow to obtain the inception scores. This is because more and more 

work of GAN using chainer, using chainer is convenient to evaluate the model. Because GAN will obtain different 

results in different times, they show that the average inception scores computed from 5 times run and the value is 8.59, 

this value is still higher than other GANs. To further showing that GAN is better, the images generated on CIFAR-10 

which includes DCGAN, Minibatch discrimination (MD), D2GAN and Our GAN, it can be seen that the images 

generated by this GAN is better and more diversity. In this paper, they have chosen CIFAR – 100 Dataset for two reason. 

The first reason is that CIFAR-100 has the same inception model as CIFAR-10, which makes it convenient to evaluate 

the model with inception scores, while the other datasets cannot do that. The second reason is that CIFAR - 100 has 

more classes, which means that each class has fewer samples to use. Using fewer samples to generate images is also a 

meaningful work. In the quantitative results of this inception scores, it can be observed that their model yields the highest 

inception score compared with other state-of-the-art GANs. As the results of the CIFAR-10 dataset, all the others GANs 

are best-run results and obtained by themself. The real data on the inception scores of CIFAR- 100 is 15.06 which is 

much higher than that of CIFAR-10 because CIFAR-100 has more classes than CIFAR-10. Because GAN will obtain 

different results in different times during training, we show the average inception scores computed from 5 times run and 

the value is 8.11, this value is higher than all of the other state-of-the-art GANs. In general, the inception scores of 

CIFAR-100 are lower than CIFAR- 10 because fewer samples of each classes is proposed. Their method still yields 

highest inception scores and this implies its superiority. Additionally, several samples generated by their proposed model 

and the other GANs on the CIFAR-100 dataset, the objects are becoming harder to recognize, but it can still be observed 

that their method generates better images with higher diversity. 

 

[5] Image forensics aims to detect the manipulation of digital images. Currently, splicing detection, copy-move detection 

and image retouching detection are attracting significant attentions from researchers. However, image editing techniques 

develop over time. An emerging image editing technique is colorization, in which grayscale images are colorized with 

realistic colors. Unfortunately, this technique may also be intentionally applied to certain images to confound object 

recognition algorithms. To the best of their knowledge, no forensic technique has yet been invented to identify whether 

an image is colorized. They observed that, compared to natural images, colorized images, which are generated by three 

state-of-the-art methods, possess statistical differences for the hue and saturation channels. Besides, they also observe 

statistical inconsistencies in the dark and bright channels, because the colorization process will inevitably affect the dark 

and bright channel values. Based on their observations, i.e., potential traces in the hue, saturation, dark and bright 

channels, they propose two simple yet effective detection methods for fake colorized images: Histogram based Fake 

Colorized Image Detection (FCID-HIST) and Feature Encoding based Fake Colorized Image Detection (FCID-FE). 

Experimental results demonstrate that both proposed methods exhibit a decent performance against multiple state-of-the-

art colorization approaches. In this paper, they aimed to address a new problem in the field of fake image detection: fake 

colorized image detection. They observed that fake colorized images and their corresponding natural images possess 

statistical differences in the hue, saturation, dark and bright channels. We proposed two simple yet effective schemes, 

FCID-HIST and FCID-FE, to resolve this detection problem. FCID-HIST exploits the most distinctive bins and total 

variations of the normalized histogram distributions and creates features for detection, while FCID-FE models the data 

samples with GMM and creates Fisher vectors for better utilizing the statistical differences. 

 

[6] In this paper, they propose a reversible data hiding scheme that enables an adjustable amount of information  

to be embedded in JPEG images based on padding strategy. The proposed embedding algorithm only modifies, in a subtle 

manner, an adjustable number of zero-valued quantised DCT coefficients to embed the message. Hence, compared with 

a state-of-the-art based on histogram shifting, the proposed scheme has a relatively low distortion to the host images. In 

addition to this, they found that by representing the message in ternary instead of in binary, we can embed a greater 

amount of information while the level of distortion remains unchanged. Experimental results support that the proposed 

scheme can achieve better visual quality of the marked JPEG image than the histogram shifting based scheme. The 
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proposed scheme also outperforms this state-of-the-art in terms of the ease of implementation. In this paper, an easy-to-

implement RDH scheme for JPEG images with an adjustable embedding capacity is proposed. Observed from the 

experimental results, the proposed method outperforms the state-of-the-art in terms of the visual quality since only a 

small number of zero valued coefficients are modified. However, the size of the compressed file increases to a slight 

extend since the modification on the zero-valued coefficients undermine the efficiency of RLE. In data hiding, it is 

essential to study the trade-offs between conflicting criteria and establish design principles that approach the theoretical 

limits. Furthermore, the research on RDH is expected to be developed for various host media and applications in a near 

future. 

 

III. METHODOLOGY 

 

In this paper we would like to write about a prototype of the model with respect to the survey done. Our project works 

on the principle of DeepFake, as we require a thousands of images irrespective of real or fake for the proper working as 

well as increase in the accuracy of our project. For this, we use the concept of DeepFake. After the collection of datasets 

then we pre-process the data with Error Level Analysis (ELA). Once we done that, we should split the data into train and 

test the training data will be feed through inside the Convolutional Neural Network (CNN) for train the model. Once it’s 

getting trained, we use that trained model for evaluate the result for our test data. The illustration of the methodology is 

as shown in the below diagram. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Block diagram of the proposed system 

 

 

IV. CONCLUSION 
 

Based on the above study, the following conclusions were made: 

• With the proposed study, It can be observed that fake images and their corresponding real images in the Error          

Level Analysis. 

• The study aims to verify the authenticity of digital images without any prior knowledge of the original image. 

• Mainly from this project is when we give new digital image to our system it’s going to apply the ELA and CNN 

Algorithm’s to that image then it will classify the given image is Fake or Real. 
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