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Abstract: Voice recognition is a method of security that can be accessed almost by everyone. It provides those with 

visual impairments the same level of security as those without. Similarly, technologies that require physical interaction 

may prove difficult barrier that other methods of technology may carry.  Voice recognition systems are typically uti-

lised in contact centres where there is no other method for physical authentication. However, it can be used across a 

wide range of industries such as: Hospitality, Retail and Logistics, and Banking and Finance. In this research paper we 

will introduce a method of creating human voiceprints based on using finite impulse response filter coefficients, this 

linear prediction coding method will be tested, implemented using various wave signal files to prove the act of how to 

identify the person and how to identify the spoken word or phrase, allowing the recognition system to use a voiceprint 

as a password.  

  

Keywords: Digital Signal, Voice Signal, Voiceprint, FIR, LPC, Filter Order Recognition System, Correlation, MSE 

 

I. INTRODUCTION 

 

Digital signals [1], [2], [3] such as color digital images [4], [5], [6], digital voices [7], [8] are the most papular digita l 

data types used by various applications [9], [10] such as security systems [19], identification system[20], [21] and 

human recognition systems [11], [12]. 

Information in the voice signal is embedded in both its time and frequency domains, within these domains; infor-

mation relevant to profiling may be present in the patterns exhibited by specific characteristics of the voice signal. 

The signal may however also have characteristics that are not evident in these domains, and must be searched for in 

other (derivative) mathematical domains where the relevant patterns become more tangible for measurement and 

analysis. This, however, is the subject of feature discovery—a subject that is discussed in FIR modelling. A third do-

main that reflects the information in the voice signal is that of physical or abstract models that simulate or explain the 

voice signal and the processes that generate it. We will refer to this as the model domain [18], [20]. 

Sound signal is a continuous wave [13-17]; it is an analog signal. This means that one cannot detect the precise moment 

the pitch changes. Capturing this continuous wave in its entirety requires an analog recording system; what the micro-

phone receives is exactly what's written onto the vinyl disk or cassette. Analog is believed to be the true representation 

of the sound at the moment it was recorded.  

Digital sound is not a recording of the actual sound, but rather a combination of binary code, the utmost simplest ma-

chine language of zeros and ones, representing the sound's intensity and pitch at precise intervals with relative accuracy. 

The binary code is arranged in a specific pattern informing the computer how to recreate the sound itself. It is not a 

single wave the way analog sound is, but rather a composite of multiple segments representing consecutive moments of 

intensity and pitch. Where an analog recording is similar to the fluency of film, a digital recording is stop motion pho-

tography.  

Analogue voice signal can be converted to digital (discrete) signal by applying sampling and quantization as shown in 

figure 1. The digital signal then can be manipulated to create some features, which can be used as a voiceprint to recog-

nize the person and/or recognize the spoken words.  

Voice recognition works by analyzing physical and behavioral factors to produce a unique voiceprint for each individu-

al. These factors include pronunciation, emphasis, speech speed and accents, and also physical characteristics such as 

vocal tract, mouth and nasal passages (see figure 2) [22], [23] . 

Voice identification occurs in two forms: It can be passive, where a user’s speech is matched to a previously recorded 

voiceprint. Or it can be active, where callers are asked to recite a predetermined passphrase and their voice matched to 

the voiceprint saved in a database [24]. 

A voiceprint is created by reducing each spoken word to segments composed of several dominant frequencies that are 

then segmented by tones captured in a digital format. Those tones collectively identify the speaker's unique voice print 

which becomes their unique vocal pattern [25], [26], [27]. 

Voice identification has common business uses within contact centres, visitor management and in consumer applica-

tions for access [28], [29], [30]. 
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Voice recognition systems are typically utilised in contact centres where there is no other method for physical authenti-

cation. However, it can be used across a wide range of industries such as: Hospitality, Retail and Logistics, and Bank-

ing and Finance. 

 

 
Figure 1: Converting analogue signal to digital signal 

  

 

 
Figure 2: Voice recognition steps 

 

II. DIGITAL VOICE MODELLING 

 

In this research paper we will focus on the model domain to create some values, which are used to form a voiceprint 

which can be used in a recognition system to identify the person and the spoken word. 

Using finite impulse response (FIR) filter we can model the voice signal using equation 1: 
 

                 (1) 

For 4 order FIR filter equation 1 can be represented using equation 2 [20]: 
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The term finite impulse response arises because the filter output is computed as a weighted, finite term sum, of past, 

present, and perhaps future values of the filter input, i.e., Figure 3 shows the 4 order filter diagram  

 

 
Figure 3: 4 order FIR filter diagram 

 

Using LPC matlab function we can determine FIR filter coefficients for any filter order, these coefficients can be used 

later by a filter function with z-transform shown in equation 3 to generate the estimated voice signal:  

 

                                         
The process of FIR filter coefficients calculation and using these coefficients to generate the estimated voice signal is 

shown in figure  

 
Figure 4: Generating the estimated voice signal 

 

Figure 5 shows the original voice file and the estimated one after applying matlab LPC and filter function using 4 order 

FIR filter, while figure 6 shows 100 samples of the 2 files. 

 

 
Figure 5: Original and estimated voice files 
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Figure 6: 100 samples of the original and estimated voice files. 

 

Table 1 shows the calculated FIR coefficients and the mean square error and correlation between the original and the 

estimated voice files using 6 voice samples for the same word spoken by 6 different persons, we can see from this table 

that the original and the estimated voice files are very closed each to other. 

 

Table 1: FIR coefficients and correlation and MSE between original voices File and estimated one 

Voice signal FIR coefficients Correlation MSE 

Bye-bye-1 1.0000 -2.8293 2.9235 -1.2684 0.1879 0.9997 0.0000058575 

Bye-bye-2 1.0000 -2.8967 3.2323 -1.6911 0.3700 0.9996 0.0000054909 

Bye-bye-3 1.0000 -2.1305 1.8298 -1.0827 0.4333 0.9970 0.000016928 

Bye-bye-4 1.0000 -1.8329 1.4566 -1.1583 0.6069 0.9934 0.000063580 

Bye-bye-5 1.0000 -2.5383 2.6340 -1.4634 0.4105 0.9971 0.000030758 

Bye-bye-6 1.0000 -1.6374 0.6464 -0.1703 0.1986 0.9958 0.000013331 

  

III. IMPLEMENTATION AND EXPERIMENTAL RESULTS 

 

Various methods are used to extract voice signal features, these methods were described in [30], [31], [32], [33], [34], 

[35], [36], here we will introduce LPC method by applying matlab lpc function using various voice signals. 

Experiment 1: Using 4 order FIR to form voice features for the same word spoken by 6 different persons: 

Table 2 shows the results of this experiment: 

 

Table 2 : Experiment 1 results 

Voice signal Features(Original voice signal) 

Bye-bye-1 -2.8293 2.9235 -1.2684 0.1879 

Bye-bye-2 -2.8967 3.2323 -1.6911 0.3700 

Bye-bye-3 -2.1305 1.8298 -1.0827 0.4333 

Bye-bye-4 -1.8329 1.4566 -1.1583 0.6069 

Bye-bye-5 -2.5383 2.6340 -1.4634 0.4105 

Bye-bye-6 -1.6374 0.6464 -0.1703 0.1986 

Voice signal Features with half sampling rate 

Bye-bye-1 -2.8293 2.9235 -1.2684 0.1879 

Bye-bye-2 -2.8967 3.2323 -1.6911 0.3700 

Bye-bye-3 -2.1305 1.8298 -1.0827 0.4333 

Bye-bye-4 -1.8329 1.4566 -1.1583 0.6069 

Bye-bye-5 -2.5383 2.6340 -1.4634 0.4105 

Bye-bye-6 -1.6374 0.6464 -0.1703 0.1986 

Voice signal Features with doubling the amplitude  

Bye-bye-1 -2.8293 2.9235 -1.2684 0.1879 

Bye-bye-2 -2.8967 3.2323 -1.6911 0.3700 
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Bye-bye-3 -2.1305 1.8298 -1.0827 0.4333 

Bye-bye-4 -1.8329 1.4566 -1.1583 0.6069 

Bye-bye-5 -2.5383 2.6340 -1.4634 0.4105 

Bye-bye-6 -1.6374 0.6464 -0.1703 0.1986 

 

From the results shown in table 2 we can see the following facts: 

- The voice voiceprint (features) is stable and fixed. 

- The voice voiceprint (features) is unique, thus we can use it to identify a person in a voice recognition system. 

- Changing the voice sampling rate does not affect the voiceprint. 

- Changing the voice amplitude does not affect the voiceprint. 

Experiment 1: Using 4 order FIR to form voice features for the same different words spoken by the same person: 

Table 3 shows the results of this experiment: 

 

Table 3: Experiment 2 results 

Voice signal Features(Original voice signal) 

Bye-bye-1 -2.8293 2.9235 -1.2684 0.1879 

Okay-1 -2.7095   2.7998 -1.3446     0.2704 

Yes-1 -1.9862 2.0603 -1.5439     0.4951 

No-1 -2.7167     

2.9875 

   -1.7150 0.4676 

Zero-1 -1.5929      

0.9468 

-0.5265 0.2541 

Voice signal Features with half sampling rate 

Bye-bye-1 -2.8293 2.9235 -1.2684 0.1879 

Okay-1 -2.7095   2.7998 -1.3446     0.2704 

Yes-1 -1.9862 2.0603 -1.5439     0.4951 

No-1 -2.7167     

2.9875 

   -1.7150 0.4676 

Zero-1 -1.5929      

0.9468 

-0.5265 0.2541 

Voice signal Features with doubling the amplitude  

Bye-bye-1 -2.8293 2.9235 -1.2684 0.1879 

Okay-1 -2.7095   2.7998 -1.3446     0.2704 

Yes-1 -1.9862 2.0603 -1.5439     0.4951 

No-1 -2.7167     

2.9875 

   -1.7150 0.4676 

Zero-1 -1.5929      

0.9468 

-0.5265 0.2541 

 

From the results shown in table 3 we can see the following facts: 

- The voice voiceprint (features) is stable and fixed. 

- The voice voiceprint (features) is unique, thus we can use it to identify a spoken word by a human in a voice 

recognition system. 

- Changing the voice sampling rate does not affect the voiceprint. 

- Changing the voice amplitude does not affect the voiceprint. 

- The voiceprint length is flexible and it can be easily changed by changing the order of FIR filter. 

 

IV. CONCLUSION 

 

LPC method of voice file features extraction was proposed, referring to the obtained experiment results we can con-

clude the following: 

- LPC matlab function is suitable to create a voiceprint for each individual/word, this voiceprint is a unique for each 

individual/word and it can be easily used to recognize a person or a spoken word in voice recognition system. 

- The extracted voiceprints are fixed for each voice file. 

- The number of values within a voiceprint is flexible, and it can be changed by changing the order of the used FIR 

filter. 
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