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Abstract: The World Wide Web is most important facet in every part of the world. All areas in IT and other industries 

run using this WWW which contains large amount of data. The World Wide Web includes more and more websites 

each containing large data and it is highly demanded. Web pages are the useful aspect for retrieving required data from 

internet but problem in web page data retrieval is, it sometimes contains irrelevant data. This article is intended to 

retrieve the relevant data by segmenting web pages and removing noise in segmented web pages via K-means 

Algorithm in clustering. 
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I . INTRODUCTION 
 

For the past and upcoming years’ internet is the growing 

trend in sharing vast amount of data. Web pages are the 

important area to share the information over network. But 

the main issue in web page data retrieval is, the 

information on web is mixed with irrelevant data. A web 

page typically contains various contents of data such as 

navigation, decoration, interaction and contact 

information, which are not related to the topic of the web-

page. Web page content is analyzed using vision-based 

content analysis; segmented using correlation clustering 

and extraneous data in web page can be removed by using 

K-Mean algorithm of clustering by segmenting web pages. 

The related work focuses on segmenting the web page into 

small pieces and removing noisy data from the web page 

using the effective clustering algorithm such as K-Mean 

algorithm. 
 

II.  WEBPAGE CONTENT ANALYSIS 
 

Web page contains many data which are not relevant and 

furthermore it contains multiple pages that are not 

appropriate to the pages. Such web content structure is 

analyzed and detected using Vision-Based Content 

Structure analysis approach as follows: 

This article suggests the vision-based content structure 

analysis, in which the every node in vision-based content 

structure analysis is called a block which is a set of basic 

objects. It is important to note that, the nodes in the vision-

based content structure do not necessarily correspond to 

the nodes in the DOM tree approach. The basic model of 

vision-based content structure analysis for web pages is 

described as follows. 

A web page Ω is represented as a triple  , ,O   . 

 1 2, ,..., NO     is a finite set of blocks. All these 

blocks are not overlapped. Each block can be recursively  

 

viewed as a sub-web-page associated with sub-structure 

induced from the whole page structure. 

 1 2, ,..., T     is a finite set of separators, 

including horizontal separators and vertical separators. 

Every separator has a weight indicating its visibility, and 

all the separators in the same Φ have the same weight. δ is 

the relationship of every two blocks in O and can be 

expressed as:  O O NULL    . 

 For example, suppose Ωi and Ωj are two objects in Ο, 

 ,i j NULL     indicates that Ωi and Ωj are 

exactly separated by the separator  ,i j    or we can 

say the two objects are adjacent to each other, otherwise 

there are other objects between the two blocks Ωi and Ωj.  

 

 Fig 1: Vision-Based Content Structure Analysis 

Example 
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Fig 2: Web Page Segmentation Process Sample 
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Fig (b) 

Fig (a) & (b): Specification of web Content Structure 

Analysis 

Since each Ωi is a sub-web-page of the original page, it has 

similar content structure as Ω. Recursively, we 

have  , ,t t t t

s s s sO    ,  1 2, ,..., stNt

s st st stO     , 

 1 2, ,..., stTt

s st st st     and 

 t t t t

s s s sO O NULL      where 
t

s  is the t
th

 

object in the sub-web-page level s, Nst and Tst are the 

number of objects in 
t

sO  and number of separators in
t

s .  

The above pattern shows an example of vision-based 

content structure for a web page of Yahoo shopping 

Auctions. It shows the layout structure and the vision-

based content structure analysis of the page. In the first 

point, the original web page has four visual blocks 

(objects) VB1~VB4 and three separators. Then sub 

content structure for each sub web page is constructed. For 

example, VB2 has three offspring blocks and two 

separators. It can be further analyzed as shown in Fig (b). 

For each object, the Degree of Coherence (DoC) is 

defined to measure rationality of the web page content. 

DoC has the following properties:  

 The greater the DoC value, the more consistent 

the content within the block; 

 In the hierarchy tree, the DoC of the child is not 

smaller than that of its parent. 

In this algorithm, DoC values are integers ranging from 

1 to 10, although alternatively different ranges (e.g., real 

numbers, etc.) could be used. 

The Permitted Degree of Coherence (PDoC) can be pre-

defined to achieve different granularities of content 

structure for different applications. Different application 

can use VIPS to segment web page to a different 

granularity with proper PDoC. 

The vision-based content structure is more likely to 

provide a detailed partitioning of the page. Every node of 

the structure is likely to convey certain explanations. For 

example, in Yahoo shopping web page the section 

VB2_1_1 denotes the category links of that particular web 

page, and that VB2_2_1 and VB2_2_2 shows different 

products for shopping in detail.  

III.  CORRELATION CLUSTERING FOR WEB 

PAGE SEGMENTATION 

The correlation clustering problem starts with a complete 

weighted graph. The weight Vpq ∑ [0, 1] of an edge 

represents the cost of placing its endpoints p and q in two 

different segments; similarly, (1 − Vpq) represents the cost 

of placing p and q in the same segment. Since every edge 

contributes, whether it is within one segment or across 

segments, the segmentation cost function is automatically 

regularized: trivial segmentations such as one segment per 

node, or all nodes in one segment, typically have high 

costs, and the best segmentation is somewhere in the 

middle.  

In fact, the number of segments is picked automatically by 

the algorithm. Note that the costs depend only on whether 

two nodes are in the same segment or not, and not on the 

labels of particular segments themselves. This imposes 

two constraints on using correlation clustering for 

segmentation. First, it precludes the use the invisible label 

ξ with its special properties. Hence, in order to satisfy 

Constraint 1, we must restrict the set of nodes to the set of 

leaf nodes, leaf (N), of the DOM tree. Second, pair wise 

costs between two nodes p and q must depend only on 

whether they belong to the same segment or not:  

 
Thus, the objective function becomes, 
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The algorithm of Ailon, Charikar, and Newman is used for 

correlation clustering to find a segmentation whose cost is 

within a factor of two of the optimal. The algorithm CClus 

which is used in correlation clustering is iterative. At each 

stage, a node p in the current graph is chosen uniformly at 

random and removed from the graph. A new cluster is 

created with just p in it. Next, all the nodes q such that 

Vpq ≥ 1/2 are removed from the graph and placed in the 

cluster along with p. The process is repeated on the 

remaining graph. Since the algorithm is randomized, 

several independent trials are performed till the solution 

with the least objective value. 
 

 

IV. CLUSTERING ALGORITHM 
 

The clustering is the process of grouping up of data of 

similar types. Cluster analysis is a collection of patterns 

into cluster based on their similarity. The patterns in 

cluster analysis are usually represented as a vector 

measurement or as a multidimensional space. Patterns 

within the same cluster are more similar to the patterns 

related to other cluster.  

The cluster holds the objects or data which are similar the 

dissimilar objects are compared to other objects in the 

cluster to make a group. The clustering algorithm is of 

different types which are as follows: 

(i)  Hierarchical Clustering (Connectivity-Based   

      Clustering)  

(ii)  K-Means Clustering (Centroid-Based clustering) 

(iii)  Distribution-based clustering 

(iv)  Density-Based Clustering. 

Among above all clustering algorithms the thesis focus on 

Centroid-based algorithm for clustering and removing 

noisy data in web page. 
 

K-MEANS ALGORITHM FOR REMOVING NOISY 

DATA 
 

The K-Mean algorithm is effective algorithm for grouping\ 

the data/objects that are similar. In this algorithm 

thegrouping is done by the following steps: 

 K-mean takes input as set of S of objects and an 

integer K. the output as partition of S into subsets as 

S1,…..,S2, Sk. 

 Data in the segmented page are classified as 

belonging to one of K groups. 

 Cluster membership is determined by calculating 

the centroids for each cluster. 

 Each data is assigned to cluster of the closest 

centroid. 

 If dispersion within cluster occurs iterative 

reallocation of clusters are done. 

 
Fig 8: Process Step of K-Mean 

The original data is divided into K groups or K clusters as 

shown in the figure 9 and figure 10. Such grouping in K-

Mean is done by calculating centroid value for each cluster 

using the formula: 

 
The main objective of this is to minimize the total cost as: 

c(Si)+………+c(Sk) 

 
Fig 9: Clustered Data 

 

The time complexity for calculating centroid is O(nkl) 

where n is number of patterns, k is number of clusters and 

l is number of iterations the algorithm takes. Using K-

Mean algorithm relevant data is clustered and irrelevant 

(noisy) data is removed. 
 

V. HIERARCHICAL CLUSTERING FOR 

MERGING SEGMENTED WEB PAGE CONTENT 
 

The hierarchical clustering algorithm is used to divide the 

web page into different pieces or to merge the segmented 

web page content. In this paper, this algorithm is used to 

merge the data content that are segmented using Vision-

Based page segmentation algorithm. The data that are 

segmented as S1……, S2, Sk are merged into single page. 

This is the cheapest merging algorithm used in merging 

web page content.  

Let’s take Si and Sj. Once the contents are merged the Si 

and Sj are removed from the list of sets and replaced with 

(Si U Sj). This process of merging is continued until all 

data comes under single group. 
 

PROCESSING STEPS OF RELATED WORK 
 

The processing steps of this study are explained 

pictorially as follows: 

 The YAHOO shopping web page is used for 

segmenting and removing noisy data. 

 First the web page is analyzed for content 

structure using Vision-Based content structure analysis 

App. 

 Then the analyzed web page is segmented into 

smaller units using VIPS algorithm. 

 Segmented web pages are clustered and noisy 

data in the units are removed using K-Means algorithm in 

clustering. 

 After removing noisy data the segments are again 

merged into single unit using hierarchical clustering 

method. 

 The silent content of web page is stored in  

web page database.  
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Fig 10: Process Step of related work 

 

VI. CONCLUSION 
 

Web mining is the recent trend in all areas where the 

required data is extracted from relevant database over 

network. Such data must be relevant to the requirement 

and the data should be related to the web page. The main 

problem in web mining is extracting the relevant and 

noiseless data. 

Thus the study shows the about the algorithm that can be 

used for segmenting the web page and how to remove the 

noisy data from the web page using clustering K-Mean 

algorithm. 
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