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Abstract: High speed, low power consumption are key requirement to any VLSI design. The power efficient 

multipliers play an important role. This paper presents an efficient implementation of a high speed, low power Baugh-

Wooley multiplier using aging aware technique and adaptive hold logic. This study presented the design and 

implementation of Baugh Wooely multipliers using XILINX. In this work, Modified Baugh Wooley is having least 

area, power and delay. The Modified Baugh Wooley architecture with adaptive hold logic and aging awareness make 

this efficient and also reliable. 32 bit signed multiplication and fractional multiplication is carried out and verified with 

around 10000 test patterns. 
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I. INTRODUCTION 

 

Multipliers play a pivotal role in many high performance 

systems such as Microprocessor, FIR filters, Digital 

Processors, etc. In its early stage, multiplication 

algorithms were proposed by Burton and Noaks in the year 

1968, by Hoffman in the year 1986 and by Guilt and De 

Mori in the year 1969 for positive numbers. In the year of 

1973 and 1979, Baugh-Wooley and Hwang proposed 
multiplication algorithm for numbers in two’s complement 

form. Multiplication is hardware intensive and the main 

criteria of interest are higher speed, lower cost and lower 

power [1]. With development in technology, several 

researchers have tried multipliers which provide design 

targets such as low power consumption, increased speed, 

and regularity of layout or combination of them in one 

multiplier. This helps making them suitable for achieving 

compact high speed and low power implementation. 
 

The performance of a system is generally controlled by the 

performance of the multiplier as the multiplier is usually 

the slowest element in the system. Furthermore, multiplier 

is normally the most area consuming element in the 
system. Therefore, optimizing its speed and area are vital 

design factors. However, area and speed are generally the 

conflicting constraints improving speed which results 

mostly in large area.  
 

With ever increasing applications in portable equipment 

and mobile communications, the demand for high 

performance, low-power VLSI systems is gradually 

increasing. Digital signal processors and application 

specific integrated circuits depend on the efficient 

implementation of arithmetic circuits (adder and 

multiplier) to execute dedicated algorithm such as 

convolution, correlation and filtering [2]. A Baugh-

Wooley multiplier using decomposition logic is presented 
here which increases speed when compared to the booth 

multiplier.  

II. LITERATURE SURVEY 

 

Traditional circuits use critical path delay as the overall 

circuit clock cycle in order to perform correctly. However, 

the probability that the critical paths are activated is low. 

In most cases, the path delay is shorter than the critical 

path. For these noncritical paths, using the critical path 

delay as the overall cycle period will result in significant 

timing waste. Hence, the variable-latency design was 
proposed to reduce the timing waste of traditional 

circuits.The variable-latency design divides the circuit into 

two parts: 1) shorter paths and 2) longer paths. Shorter 

paths can execute correctly in one cycle, whereas longer 

paths need two cycles to execute. When shorter paths are 

activated frequently, the average latency of variable-

latency designs is better than that of traditional designs. 

For example, several variable-latency adders were 

proposed using the speculation technique with error 

detection and recovery [13]–[15]. A short path activation 

function algorithm was proposed in [16] to improve the 
accuracy of the hold logic and to optimize the performance 

of the variable-latency circuit. An instruction scheduling 

algorithm was proposed in [17] to schedule the operations 

on no uniform latency functional units and improve the 

performance of Very Long Instruction Word processors.  
 

In[18], a variable-latency pipelined multiplier architecture 
with a Booth algorithm was proposed. In [19], process-

variation tolerant architecture for arithmetic units was 

proposed, wherethe effect of process-variation is 

considered to increase thecircuit yield. In addition, the 

critical paths are divided into two shorter paths that could 

be unequal and the clock cycleis set to the delay of the 

longer one. These research designswere able to reduce the 

timing waste of traditional circuitsto improve 

performance, but they did not consider the agingeffect and 

could not adjust themselves during the runtime. Avariable-

latency adder design that considers the aging effect was 



IJIREEICE ISSN (Online) 2321 – 2004 
ISSN (Print) 2321 – 5526 

 

    INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN ELECTRICAL, ELECTRONICS, INSTRUMENTATION AND CONTROL ENGINEERING 
   Vol. 4, Issue 5, May 2016 

 

Copyright to IJIREEICE                                                           DOI 10.17148/IJIREEICE.2016.45122                                                          530 

proposed in [20] and [21]. However, no variable-latency 

multiplier design that considers the aging effect and can 

adjust dynamically has been done. 
 

 Baugh-Wooley multiplier  
In signed multiplication the length of the partial products 

and the number of partial products will be very high. So an 

algorithm was introduced for signed multiplication called 

as Baugh-Wooley algorithm. The Baugh-Wooley 

multiplication is one amongst the cost-effective ways to 

handle the sign bits. This method has been developed so as 

to style regular multipliers, suited to 2's compliment 

numbers.  
 

 
Fig: Baugh-Wooley multiplier architecture. 

 

Baugh-Wooley Multiplier provides a high speed, signed 

multiplication algorithm [5]. It uses parallel products to 
complement multiplication and adjusts the partial products 

to maximize the regularity of multiplication array [6]. 

When number is represented in two’s complement form, 

sign of the number is embedded in Baugh-Wooley 

multiplier. This algorithm has the advantage that the sign 

of the partial product bits are always kept positive so that 

array addition techniques can be directly employed [6]. In 

the two’s complement multiplication, each partial product 

bit is the AND of a multiplier bit and a multiplicand bit, 

and the sign of the partial product bits are positive [6]. 

 

III. PROPOSED AGING AWARE MULTIPLIER 

 

This section details the proposed aging-aware reliable 

multiplier design. It introduces the overall architecture and 

the functions of each component and also describes how to 

design AHL that adjusts the circuit when significant aging 

occurs. 

A. Proposed Architecture 

 
Fig 2: Proposed aging aware Baugh-Wooley multiplier. 

 
Fig. 3: Razor flip flops 

 

 
Fig 4:   Diagram of AHL (md means multiplicand; mr 

means multiplicator). 

 

Fig 2, shows our proposed aging-aware multiplier 

architecture, which includes two m-bit inputs (m is a 

positive number), one 2m-bit output, one Baugh-Wooley 

multiplier, 2m 1-bit Razor flip-flops [27], and an AHL 

circuit. The inputs of the row-bypassing multiplier are the 

symbols in the parentheses.In the proposed architecture, 

Baugh-Wooley multiplier multipliers can be examined by 
the number of zeros in either the multiplicand or 

multiplicator to predict whether the operation requires one 

cycle or two cycles to complete. When input patterns are 

random, the number of zeros and ones in the multiplicator 

and multiplicand follows a normal distribution. Therefore, 

using the number of zeros or ones as the judging criteria 

results in similar outcomes. Hence, the two aging-aware 

multipliers can be implemented using similar architecture, 

and the difference between the two bypassing multipliers 

lies in the input signals of the AHL. According to the 

bypassing selection in the column or row-bypassing 
multiplier, the input signal of the AHL in the architecture 

with the column-bypassing multiplier is the multiplicand, 

whereas that of the row-bypassing multiplier is the 

multiplicator. Razor flip-flops can be used to detect 

whether timing violations occur before the next input 

pattern arrives. 
 

Fig. 3 shows the details of Razor flip-flops. A 1-bit Razor 

flip-flop contains a main flip-flop, shadow latch, XOR 

gate, and mux. The main flip-flop catches the execution 

result for the combination circuit using a normal clock 

signal, and the shadow latch catches the execution result 

using a delayed clock signal, which is slower than the 

normal clock signal. If the latched bit of the shadow latch 

is different from that of the main flip-flop, this means the 

path delay of the current operation exceeds the cycle 
period, and the main flip-flop catches an incorrect result. If 

errors occur, the Razor flip-flop will set the error signal to 

1 to notify the system to reexecute the operation and notify 

the AHL circuit that an error has occurred. We use Razor 
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flip-flops to detect whether an operation that is considered 

to be a one-cycle pattern can really finish in a cycle. If not, 

the operation is reexecuted with two cycles. 
 

 Although the reexecution may seem costly, the overall 

cost is low because the reexecution frequency is low. 

More details for the Razor flip-flop can be found in [27]. 
The AHL circuit is the key component in the aging-ware 

variable-latency multiplier. Fig. 12 shows the details of the 

AHL circuit. The AHL circuit contains an aging indicator, 

two judging blocks, one mux, and one D flip-flop. The 

aging indicator indicates whether the circuit has suffered 

significant performance degradation due to the aging 

effect. The aging indicator is implemented in a simple 

counter that counts the number of errors over a certain 

amount of operations and is reset to zero at the end of 

those operations. If the cycle period is too short, the 

column- or row-bypassing multiplier is not able to 

complete these operations successfully, causing timing 
violations. These timing violations will be caught by the 

Razor flip-flops, which generate error signals. If errors 

happen frequently and exceed a predefined threshold, it 

meansthe circuit has suffered significant timing 

degradation due to the aging effect, and the aging indicator 

will output signal 1; otherwise, it will output 0 to indicate 

the aging effect is still not significant, and no actions are 

needed. 
 

The first judging block in the AHL circuit will output 1 if 

the number of zeros in the multiplicand (multiplicator for 

the Baugh-Wooley multiplier) is larger than n (n is a 

positive number, which will be discussed in Section IV), 

and the second judging block in the AHL circuit will 

output 1 if the number of zeros in the multiplicand 

(multiplicator) is larger than n + 1. They are both 
employed to decide whether an input pattern requires one 

or two cycles, but only one of them will be chosen at a 

time. In the beginning, the aging effect is not significant, 

and the aging indicator produces 0, so the first judging 

block is used. After a period of time when the aging effect 

becomes significant, the second judging block is chosen. 

Compared with the first judging block, the second judging 

block allows a smaller number of patterns to become one-

cycle patterns because it requires more zeros in the 

multiplicand (multiplicator). 

The details of the operation of the AHL circuit are as 

follows: when an input pattern arrives, both judging blocks 
will decide whether the pattern requires one cycle or two 

cycles to complete and pass both results to the multiplexer. 

The multiplexer selects one of either result based on the 

output of the aging indicator. Then an OR operation is 

performed between the result of the multiplexer, and the 

Q¯ signal is used to determine the input of the D flip-flop. 

When the pattern requires one cycle, the output of the 

multiplexer is 1.  
 

The !(gating) signal will become 1, and the input flip flops 

will latch new data in the next cycle. On the other hand, 

when the output of the multiplexer is 0, which means the 

input pattern requires two cycles to complete, the OR gate 

will output 0 to the D flip-flop. Therefore, the !(gating) 

signal will be 0 to disable the clock signal of the input flip-

flops in the next cycle. Note that only a cycle of the input 

flip-flop will be disabled because the D flip-flop will latch 

1 in the next cycle. 

 

IV.RESULTS 

 

 
Fig 5: Simulation result 

 

 
Fig 6: power estimation 

 

 
Fig 7: Area Estimation 

 

Our experiments are conducted in a windows operating 
system. We adopt a 32-nm high-k predictive technology 

model [1] to estimate the BTI degradation for seven years. 
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The proposed multiplier is designed in Verilog. In the 

variable-latency design, the average latency is affected by 

both the percentage of one-cycle patterns and the cycle 
period. If more patterns only require one cycle, the 

average latency is reduced. Similarly, if the cycle period is 

reduced, the average latency is also reduced. However, the 

cycle period cannot be too small. If the cycle period is too 

small, large amounts of timing violations will be detected 

by the Razor flip-flops, and the average latency will 

increase. Hence, it is important to analyse the tradeoffs 

between the percentage of one-cycle patterns and the cycle 

period. 

 

V. CONCLUSION 
 

This paper proposed an aging-aware variable-latency 

multiplierdesign with the AHL. The multiplier is able to 

adjustthe AHL to mitigate performance degradation due to 

increaseddelay. The experimental results show that our 

proposed architecturewith 16×16 and 32×32 column-

bypassing multiplierscan attain up to 62.88% and 76.28% 

performance improvementcompared with the 16 × 16 and 

32 × 32 other multipliers like column bypass and row 

bypass. 
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