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Abstract: In this paper, we make a review on different features and classification methods for white blood cells in bone 

marrow for disease diagnosis. A new set of features based on the wavelet and Radon transform to bone marrow blood 

cell differential classification solution. The transform based novel features are the coefficient values of decomposition 

for horizontal, vertical & diagonal factors with two levels. the factors where the coefficient values are of six in numbers 

the first and second level coefficient method to the classifiers by the desired output using a previous information of the 

number of coefficients as a samples in each class. Artificial neural networks Levenberg-Marguardt (LM) back 

propagation algorithm for validation is applied in the experiments. The results are used in various disease diagnoses.  
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1. INTRODUCTION 
 

Bone marrow blood cell differential classification in bone 

marrow images is steps to achieve the white blood cell 

differential counting. The two methods to count white 

blood cells in bone marrow images are the first is 

differential counts and the second is total count. The total 

count means the total number of white blood cells with 

general classification. While, the differential counts are the 

counts of different cell classification in bone marrow. 
 

The differential count provides important information in 

diagnosis of diseases such as cancers or leukaemia to 

doctors. There are cell counter machines for total counts 

but for The differential counting an expert is required to 

achieve manual count. which is to be done by with the 

help of microscope selecting an area of interest in a bone 

marrow slide, detect a white blood cell, classify it with 

using his knowledge, and measure the count of the 

corresponding cell class. All of these processes manually 

to do would need a smart expert, and is a very laborious 

work. 
 

White blood cells in bone marrow are classified, Using 

research tool „MATLAB‟ according to their maturation 

stages. When a bone marrow cell becomes older, its nuclei 

shape, size and many other features have change. Bone 

marrow cells in the myelocytic series can be classified into 

six classes, i.e., myeloblast, promyelocyte, myelocyte, 

metamyelocyte,band, and polymorphonuclear (PMN) 

ordered from the youngest to the oldest 
 

Figure 1 shows samples of Bone marrow cells in this 

series. Even though there are various automatic systems 

available for counting white blood cells in peripheral 

blood [13], there is some automatic system for bone 

marrow cells.  
 

Figure1. Multi Thresholded Cell samples in the 

myelocytic series row wise: (a) Myeloblast; (b) 

Promyelocyte; (c) Myelocyte; (d) Metamyelocyte; (e) 

Band; and (f) PMN. cells [1,2].  
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1.1Literature survey: 

There are a number of ways in which training data can be 

applied in classifier methods. A simple classifier is the 

nearest-neighbour classifier, where each pixel is classified 

in the same class as the training datum with the closest 

intensity. The k -nearest-neighbor (kNN) classifier is a 

generalization of this approach, where the pixel is  

classified according to the majority vote of the “k” closest 

training data. The kNN classifier is considered a 

nonparametric classifier since it makes no underlying 

assumption about the statistical structure of the data. It is 

efficient for the classification of the human brain into 

normal and abnormal[21].  

Clustering is an example of unsupervised classification. 

Classification refers to a procedure that assigns data 

objects to a set of classes. Unsupervised means that 

clustering does not depend on predefined classes and 

training examples while classifying the data objects. 

Cluster analysis seeks to partition a given data set into 

groups based on specified features so that the data points 

within a group are more similar to each other than the 

points in different groups[22]. Therefore, a cluster is a 

collection of objects that are similar among themselves 

and dissimilar to the objects belonging to other clusters. 

The k-means and fuzzy c-means algorithms start by 

initializing the cluster centroid. The input vectors (data 

points) are then allocated (assigned) to one of the existing 

clusters according to the square of the Euclidean  distance 

from the centroid of clusters, choosing the closest. The 

mean  of each cluster is then computed so as to update the 

cluster centroid. This update occurs as a result of the 

change in the membership of each cluster. The processes 

of re-assigning the input vectors and the update of the 

cluster centroid is repeated until no more change in the 

value of any of the cluster centroid. Recently, fuzzy c-

means of unsupervised clustering techniques used on 

established outstanding results in automated segmenting 

medical images in a robust manner[23,25,26]. One of the 

Fuzzy c-means segmentation method benefits, is that it 

could retain much more information from the original 

image[22].  Standard classifiers require that the structures 

to be segmented possess distinct quantifiable features. 

Because training data can be labeled, classifiers can 

transfer these labels to new data as long as the feature 

space sufficiently distinguishes each label as well. Being 

non-iterative, they are relatively computationally efficient 

and unlike thresholding methods, they can be applied to 

multi-channel images. A disadvantage of classifiers is that 

they generally do not perform any spatial modeling. This 

weakness has been addressed in recent work extending 

classifier methods to segmenting images that are corrupted 

by intensity inhomogeneities[27]. Neighborhood and 

geometric information have also been incorporated into 

classifiers[28].  
 

Another disadvantage is the requirement of manual 

interaction for obtaining training data. Training sets can be 

acquired for each image that requires segmenting, which is 

time consuming. However, the use of the same training set 

for a large number of scans can lead to biased results, 

which do not take into account anatomical and 

physiological variability between different subjects[19].   

Intelligent classifiers, which have learning capabilities, 

involve the use of Artificial Intelligence techniques in the 

classification process, and many, such as Artificial Neural 

Networks (ANN) have their origins in biological systems. 

ANNs are typically massively parallel networks of 

processing elements or nodes that simulate biological 

systems for learning and decision-making. Each node in an 

ANN is capable of performing elementary computations. 

Learning is achieved through the adaptation of weights 

assigned to the connections between nodes. Further details 

of the architecture, training and operation of ANNs  and a 

thorough treatment on ANN can be found in the 

literature[29,30].  

The ANN is widely used in medical imaging as a 

classifier[31,32], where selected input features that have 

been extracted from the images are input to the ANN, 

which then determines the weights in a training phase, 

where the correct classifications are known (supervised 

training) and the ANN is then used to classify new data. 

ANNs can also be used in an unsupervised fashion as a 

clustering method [20,33]. For example to separate 

between the 

blood vessel class and the fat class, three extracted 

features, narrowness and histogram consistency, were used 

as the inputs to the ANN[34].  

Other medical applications of ANNs include disease 

diagnosis such as liver cancer detection[35], locating 

automatically the outline of the lungs in MRI images of 

the thorax[36], Brain tumour classification[37], and in 

abnormal retinal image classification[38], An example is 

lung cancer detection by using ANN and fuzzy C-Mean 

clustering algorithm [39]. This was a promising field to 

apply in the classification of WBC differentiated bone 

marrow cells.  
 

1.2 Other approaches:  
Model-fitting is a segmentation method that typically fits a 

simple geometric shape such as an ellipse to the locations 

of extracted image features in an image[40]. It is a 

technique which is specialized to the structure being 

segmented but is easily implemented and can provide 

good results when the model is appropriate. A more 

general approach is to fit spline curves or surfaces[41] to 

the features. The main difficulty with model-fitting is that 

image features must first be extracted before the fitting can 

take place. The watershed algorithm uses concepts from 

mathematical morphology to partition images into 

homogeneous regions[42]. This method can suffer from 

over segmentation, which occurs when the image is 

segmented into an unnecessarily large number of regions. 

Thus, watershed algorithms in medical imaging are 

usually followed by a post processing step to merge 

separate regions that belong to the same structure[43].  

Active contour model, also called snakes, is a framework 

for delineating an object outline from a possibly noisy 2D 

image. This framework attempts to minimize an  energy 

associated to the current contour as a sum of an internal 

and external energy. The external energy is supposed to be 

minimal when the snake is at the object boundary position. 

The most straightforward approach consists in giving low 

values when the regularized gradient around the contour 

position reaches its peak value. The internal energy is 
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supposed to be minimal when the snake has a shape that is 

supposed to be relevant considering the shape of the 

sought object. The most straightforward approach grants 

high energy to elongated contours  and to bended/high 

curvature contours , considering the shape should be as 

regular and smooth as possible[44].  

The SVM (Support vector machine) could be one of the 

approaches where the classification problem can be 

restricted to consideration of the two-class problem 

without loss of generality. In this problem the goal is to 

separate the two classes by a function which is induced 

from available examples. The goal is to produce a 

classifier that will work well on unseen examples, i.e. it 

generalises well. There are many possible linear classifiers 

that can separate the data, but there is only one that 

maximises the margin (maximises the distance between it 

and the nearest data point of each class). This linear 

classifier is termed the optimal separating hyperplane[45]. 

There have been several methods like  proposed to solve 

the problem. Most methods follow the traditional manual 

count systems, i.e., to detect a cell, extract its features, 

classify the cell, and then update the count [3,4]. Some are 

based on neural networks with features such as area of 

cell, area of nuclei, ratio of area of nuclei to cytoplasm, 

Fourier descriptors of nuclei,     some textural features,  

etc. [5-9]. Some are developed under the mixing theories 

of the mathematical morphology [11]. 

In this paper, we will apply artificial neural networks to 

the white blood cell classification for single cell images 

for the perfect cell segmentation is available. We propose 

new features of a bone marrow cell based on wavelet 

transform coefficients. This paper is organized as follows. 

Section2 introduces the methodology with wavelet 

transform theory, neural networks, In section3The 

extraction of  proposed features for classification. also the 

data base is described. In section4 the description of 

computations of results. In section 5 this paper concludes. 
 

2. METHODOLOGY 
 

In our research, Artificial neural networks are used as our 

classifiers in the six class solution. The cell features are 

mainly extracted from segmented bone marrow cell 

images with its nucleus and cytoplasm background. Here, 

we extract six coefficients of Radon and Wavelet 

transforms as the six features of the cells.  
 

2.1 Radon and Wavelet Transform Theory: 

Radon Transform forming a very important mathematical 

tool used in tomography is based upon works of Johann 

Radon born in 1887 Litom e rice. His doctoral dissertation 

has been defended in Vienna in 1910 and his most 

appreciated works were devoted to integral geometry. The 

Radon Transform[15] belonging to this category 

introduced in 1917 is defined as a collection of 1D 

projections around an object at angle intervals . The Radon 

Transform of a two-dimensional (2-D) function f (x,y) is 

defined as 
 











 dxdyyxryxfyxfrR )sincos,(),()],()[,(                                            

--------- (1) 

where r is the perpendicular distance of a line from the 

origin and Ө is the angle formed by the distance vector. A 

discrete Radon transform called Hough transform has been 

introduced in 1972 by R. Duda and P. Hart  as a tool for 

image features extraction. Wavelet decomposition using 

Discrete Wavelet Transform (DWT)[15] provides an 

image analysis resulting in image decomposition into two-

dimensional functions of time and scale. The main benefit 

of DWT is in its multi-resolution time-scale analysis 

ability. Wavelet functions used for image analysis are 

derived from the initial function W(t) forming basis for the 

set of Functions 
 

Wm,k(t)= 1/√a W  (1/a(t−b))   --- (2a) 
 

Figure 2 
 

 
                       
Wavelet transform use in image decomposition and the 

effect of Haar and Bio3.7 wavelet function dilation to its 

spectrum compression analysis. The principle of image 

decomposition and reconstruction for resolution 

enhancement is presented in Fig. 3. The decomposition 

stage includes the processing of the image matrix by 

columns at first using wavelet (high-pass) and scaling 

(low-pass) function followed by row down sampling by 

factor D in stage D1. To study this problem let us denote a 

selected column of the image matrix [g(n,m)]N,M as in 

image. 

{x(n)}
1

0





N

n

 =[x(0),x(1), ...,x(N −1)]T …….( 2b) 

 

This image can be analyzed by a half-band low-pass filter 

with its impulse response 

{s(n)}
1

0





L

n

=[s(0),s(1),…·, s(L−1)]           -----(3) 

 

and complementary high-pass filter having impulse 

response 

{w(n)}
1

0





L

n

=[w(0),w(1),.·,w(L−1)]    ----- (4) 

 

The first stage assumes the convolution of a given image 

and the appropriate filter for decomposition at first by 

relations 

xl(n)=




1

0

L

k

s(k)x(n−k) x h(n) =




1

0

L

k

 w(k) x(n−k) 

-----(5) 
 

for all values of n followed by sub sampling by factor D. 

In the following decomposition stage D2 the same process 

is applied to rows of the image matrix followed by row 

down sampling. The decomposition stage results in this 

way in four image representing all combinations of low-

pass and high-pass initial image matrix processing. The 
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reconstruction stage includes row  up sampling by factor U 

at first and row convolution in stage R1. The 

corresponding images are then summed. The final step R2 

assumes column up sampling and convolution with 

reconstruction filters followed by summation of the results 

again.  
 

2.2 Proposed Method: 
In this section, the rotation-invariant texture-analysis 

technique using Radon and wavelet transforms is 

introduced. This technique is depicted in Fig. 3. 
 

Figure 3: Block diagram of the proposed technique 

 

 

 

 

 
 

The illustration shows the procedure of proposed method 

in block diagram. At first we identify all image 

components using distance and Hough transform. Then we 

obtain the Radon transform of the image segments and 

then use a translation-invariant wavelet  transform to 

calculate the frequency components and extract the 

corresponding features. Rotation of the input image 

corresponds to the translation of the Radon transform 

along Fig.3 shows how the Radon transform changes as 

the simulated image rotates. The figure presents rotation of 

the simulated image, whose whole the image components 

are same, corresponds to a circular shift along. Therefore, 

using a translation-invariant wavelet transform along, we 

can produce rotation-invariant features. Fig.4 
 

Figure 4: DWT applied to Radon transform by angle 

increase step 2 degree . 
 

 
 

3 FEATURE EXTRACTIONS 
 

The various approaches and techniques that have been 

used to derive texture features from an image[88] are 

listed below:  
 

(i) Co-occurrence matrices, also called Grey Level Co-

occurrence Matrices (GLCM) attempt to capture texture 

using a sparse representation. Each matrix in the set 

corresponds to an offset (e.g. 2 pixels down and 1 pixel to 

the left). The entry in row i and column j of each matrix is 

the number of pixels in the image of grey level i that have 

a neighbour of grey level j in the direction of the offset. 

From these matrices a number of statistical descriptors can 

be measured, such as the mean, variance, entropy, energy, 

contrast, and correlation.  

(ii)The correlation coefficients gives an indication of the 

similarity between two datasets of different images, while 

auto-correlation can be used as a measure of the 

coarseness of texture in different directions, as one of the 

image datasets is displaced relative to itself.  

(iii) The Discrete Fourier Transform and the Discrete 

Cosine Transform components reflect the spatial structure 

in an image, and so the significant components can be 

useful descriptors for classification.  

(iv) Grey-scale histogram features provide a concise and 

useful representation of the intensity levels in a grey-scale 

image. The histogram-based descriptors include the mean, 

variance (or its square root, the standard deviation), 

skewness, energy (used as a measure of uniformity).  

(v) Fractals are sometimes used for texture analysis and 

segmentation because, like texture, they have inherent 

scales attached to them. Rather than guessing at a scale at 

which the analysis should proceed, a fractal analysis can 

yield the fractal dimension of a texture, which should 

indicate the scale[88].  
 

The main goal of this paper is to show, how is the features 

are changing by use different transforms by image 

rotation. Our wish is to have the same image features 

independently of image rotation. Fig. 5 presents, how 

passes the features analysis of simulated image, which 

rotates by angle from 0◦ to  180◦ with step  2◦. 

Characteristic image features, shown in Table. 1 are 

computed of the diagonal DWT transform coefficients in 

the first and the second decomposition levels rotated 

image by angle Ө = 2◦ and they are shown in figure as a 

colored dots. The dots in the figure, presenting  features, 

are evaluated by the DWT applied to the Radon 

transform(RT) of rotated image   
 

 
 

Figure 5: Figure presents the rotation of simulated image, 

DWT applied to Radon transform, decomposition of the 

Radon transform image into 1 & 2 level, Below 

comparison of image features evaluated by methods 

mentioned in text before Table1:Comparison of features 

evaluated for  simulated image presenting column F1 as a  

diagonal DWT coefficients  in the first decomposition 

level and column F2 as a  coeffs. in the second 

decomposition. level, for 3 different techniques (i)  HWT, 

(ii) BOWT and (iii) RHW  
 

These features are for single cell(myeloblast),similarly 

other remaining are extracted. There are 720 wbc cells 

which features are extracted .   
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Table1:Features of Simulated Image 
 

An

gle 

HWT BOWT RHWT 

F1 F2 F1 F2 F1 F2 

0 3.750 11.18

7 

0.187 11.34

3 

4.015 13.50 

2 3.750 11.18

7 

0.672 9.044 4.015 13.50 

4 0.750 11.18

7 

0.507 12.75

1 

1.629 13.50 

6 0.750 11.18

7 

0.380 0.220 1.629 13.50 

8 1.500 1.250 0.612 5.213 1.935 5.177 

10 1.500 1.250 0.293 2.224 1.935 5.177 

12 0.750 1.250 0.215 0.517 0.233 5.177 

14 0.750 1.250 0.976 3.014 0.233 5.177 

16 2.750 0.500 1.246 2.643 0.654 8.063 

 

5. CONCLUSION 
 

We demonstrate that features based on the Radon and 

wavelet transform coefficients with two decomposition 

levels .the pair coefficients are selected from each 

transform having six features for each angle step up to 18
0
 

rotation, these features are normalized with maximum 

value of coefficients. the maximum value of a each level is 

to be used for normalization. these values are useful in the 

automatic white blood cell classification. The detail 

information about ANN algorithm like performance 

characteristics, training plots, and receiver operating 

characteristics are discussed in next paper. We propose the 

differential count with this classification. This 

computation increases the classification rate on the test 

sets which we can claim that it increase the generalization 

of the classifier. The features we use in the computations 

heavily rely on the hand-segmented images. The future 

work is to incorporate the automatic differential cell 

classification to the system. Which is used in the various 

disease diagnosis. This is to be applied with disease 

analysis data and will be make the conclusions.  
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