PSO Based Polynomial RST Controller Design and Sensitivity Analysis
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Abstract: The objective of this paper is to implement the robust polynomial (RST) controller using particle swarm optimization technique and analyze the robustness properties of the closed loop system with the effect of the auxiliary poles on the output sensitivity function. This designing and analysis part is performed by taking design example from literature.
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I. INTRODUCTION

There are various types of the discrete controllers developed so far. One of the discrete polynomial controller is three part controller RST. One way of designing such controller is already developed by I.D. Landau[1][3][4]. Other way is an optimization algorithm. Also, there are various optimization techniques for the synthesis of RST controllers. In this paper, particle swarm optimization (PSO) is used for the designing purpose[2]. This algorithm is used to obtain the best and optimal values of controller coefficients by minimizing the integral absolute error of the output. This PSO method is used because of its simplicity and ease of implementation. It is faster as the number of iterations are lower than other popular techniques like genetic algorithm (GA). Till now in [2], the development of RST controller has already been done using PSO and it was also compared with GA.

But, in this paper, the new study is further done which is sensitivity analysis with auxiliary poles. This study is very important from robustness point of view, as the robust and good controller has always been demanded for the controlled process.

In this paper, firstly the robust polynomial RST controller has been designed using particle swarm optimization algorithm. Then, the robustness properties of the closed loop system is analyzed with varying auxiliary poles on its output sensitivity function. The auxiliary poles improve the robustness properties of the closed loop system.

The reciprocal of the output sensitivity function is called as the modulus margin which is one of the properties that is to be taken into account for verifying robustness of the system. The design example taken in this paper is dc drive described in later sections of the paper.

II. PARTICLE SWARM OPTIMIZATION (PSO)

PSO is one of a powerful optimization methods with high efficiency in comparison to other methods. It is a stochastic Evolutionary Computation technique based on the movement and intelligence of swarms. The PSO mechanism is initialized with a population of random solutions and searches for optima by updating generations[2]. A swarm consists of N particles that are moving around in a D dimensional search space. Each particle keeps track of its coordinates in the space of the problem, which are associated with the best solution (best fitness) it has achieved so far. The best particle in the population is denoted by (gbest), while the best position that has been visited by the current particle is denoted by (pbest). The global best individual connects all members of the population to one another. That is, each particle is influenced by every best performance of any member in the entire population. The local best individual is seen as the ability for particles to remember past personal success. The particle swarm optimization concept involves, at each time step, changing the velocity of each particle towards its global best and local best locations.[2] The particles are manipulated according to the following equations of motion:

\[ v_{id}^{k+1} = v_{id}^{k} + c_1 \* r_1 \* (p_{id}^{k} - x_{id}^{k}) + c_2 \* r_2 \* (p_{gd}^{k} - x_{id}^{k}) \]
\[ x_{id}^{k+1} = x_{id}^{k} + v_{id}^{k} \]

Where \( v \) is the velocity, \( x \) is the position, \( p_{id} \) and \( g_{id} \) are the pbest and gbest ,\( k \) is iteration and \( c_1, c_2 \) are the cognition and social parameter. These parameters are variable or constant. Generally these values are ‘2’ and \( r_1, r_2 \) are the random numbers in the range (0,1).

III. POLE PLACEMENT

The pole placement strategy allows the design of a RST digital controller both for stable and unstable systems[1][3][4]:

1. It allows no restriction on the degrees of the polynomials A and B (1) of the discrete-time plant model (provided that they do not have common factors) [1].
2. No constraint on the time delay.
3. No constraint on the plant zeros (stable or unstable)

This method does not simplify the system zeros (this is why they can be unstable). The only problem is to take care of the possible common factors of A and B, which must be simplified before the computations are carried out.
A. Structure of the RST Controller

The structure of the closed loop system is given in Fig1.[4] The plant to be controlled is characterized by the pulse transfer function (irreducible):

\[ H(z^{-1}) = \frac{z^{-d} B(z^{-1})}{A(z^{-1})} \]  
\[(3)\]

in which \( d \) is the integer number of sampling periods contained in the time delay. Here, \( q^j = z^j \) (shift operator). Here, the R,S,T polynomials denote the controller parameters[1][3].

![Fig 1 Pole placement with RST controller](image)

The polynomials A,B of the plant is of the form:

\[ B(z^{-1}) = b_1 z^{-1} + b_2 z^{-2} + \ldots + b_n z^{-n} \]  
\[(4)\]

\[ A(z^{-1}) = 1 + a_1 z^{-1} + a_2 z^{-2} + \ldots + a_n z^{-n} \]  
\[(5)\]

The polynomials R,S,T are given by:

\[ R(z^{-1}) = r_0 + r_1 z^{-1} + r_2 z^{-2} + \ldots + r_m z^{-m} \]  
\[(6)\]

\[ S(z^{-1}) = s_0 + s_1 z^{-1} + s_2 z^{-2} + \ldots + s_m z^{-m} \]  
\[(7)\]

\[ T(z^{-1}) = t_0 + t_1 z^{-1} + t_2 z^{-2} + \ldots + t_m z^{-m} \]  
\[(8)\]

B. Loop Shaping Of Sensitivity Functions with Pole Placement

The sensitivity functions are very important for verifying the robustness properties of the closed loop system. These functions are shaped for the rejection of the disturbances and stability of the whole system[2][19]. If we take into account the output disturbance represented by \( p(t) \) then, the output sensitivity function is to be concerned. Its transfer function is given by:

\[ S_{yp} = \frac{A(z^{-1}) S(z^{-1})}{P(z^{-1})} \]  
\[(9)\]

Here the desired poles are given by the product of the dominant \( P_d \) and auxiliary poles \( P_a \). The auxiliary poles are known for improving the robustness performance of the closed loop system. The RST polynomials can be got from the bezout equation given by:

\[ A(z^{-1}) S(z^{-1}) + z^{-d} B(z^{-1}) R(z^{-1}) = P_d(z^{-1}) P_a(z^{-1}) \]  
\[(10)\]

But, in this paper, optimization technique has been formulated for finding the polynomials R,S,T of the controller.

In addition, the effect of the auxiliary poles is verified on the loop shaping of the sensitivity function. Larger or faster the auxiliary poles, lower is the maximum value of the output sensitivity function or modulus margin is improved.

IV. DESIGN EXAMPLE

In this paper, the dc drive is taken as a design example[2].

The pulse transfer function is given by:

\[ H(z) = \frac{0.0005 z + 0.0004}{z^2 - 1.431 z + 0.4482} \]  
\[(11)\]

The polynomials R,S,T are given by:

\[ R(z^{-1}) = r_0 + r_1 z^{-1} \]  
\[(12)\]

\[ S(z^{-1}) = s_0 + s_1 z^{-1} \]  
\[(13)\]

\[ T(z^{-1}) = 1 \]  
\[(14)\]

Aim is to design the RST controller such that[1][2][3]

Minimize \( J \) where

\[ J = \int_0^\infty |e(t)| dt \]  
\[(15)\]

Here \( J \) is an objective function i.e. integral of absolute error and error is the difference between the output and reference output.

V. SIMULATION AND RESULTS

A. Design of RST Controller

The polynomials R and S are coming out to be (16),(17) and (18) after applying PSO, taking swarm size as 20 as this gives the best fitness function value.

\[ T=1; \]  
\[(16)\]

\[ R = 0.01 + 0.02 z^{-1} \]  
\[(17)\]

\[ S = 0.03 + 0.04 z^{-1} \]  
\[(18)\]

The step response for the closed loop system with polynomial controller is given in fig2. This shows that the system is stable as the steady state condition has been achieved in 8 seconds. Moreover, the peak overshoot is approximately 10% which is quiet less. Hence, the PSO algorithm gives best RST controller design.
The time performance characteristics for the closed loop system is given in table I.

**TABLE I: PERFORMANCE SPECIFICATIONS**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rise time</td>
<td>2.1 seconds</td>
</tr>
<tr>
<td>Settling time</td>
<td>6 seconds</td>
</tr>
<tr>
<td>Overshoot</td>
<td>4.5%</td>
</tr>
<tr>
<td>Peak</td>
<td>0.1</td>
</tr>
<tr>
<td>Peak time</td>
<td>4.4 second</td>
</tr>
</tbody>
</table>

B. Analysis of the Closed Loop System

After further investigation, it has been found that by introducing larger auxiliary poles, the peak values of output sensitivity functions are decreasing. This can be easily visualized from the fig.3. This shows that the modulus margin (\(\Delta M > 6\text{db}\)) [20] is increasing and therefore the system is becoming robustly stable. The auxiliary poles are taken as:

\[
P_{F_1} = 1 - 0.1z^{-1}
\]

\[
P_{F_2} = 1 - 0.2z^{-1}
\]

\[
P_{F_3} = 1 - 0.3z^{-1}
\]

\[
P_{F_4} = 1 - 0.4z^{-1}
\]

Fig 2. Step response for the closed loop system

Fig 3. Bode plot for the output sensitivity functions with the variation in auxiliary poles

**VI. CONCLUSION**

In this paper, firstly the RST polynomial controller has been formulated for the dc drive using particle swarm optimization algorithm by taking integral absolute error as an objective function. Then the analysis of the robustness properties of the closed loop system is done by varying auxiliary poles. This is verified by loop shaping of the output sensitivity function.
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